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This work formulates a heuristic-evolutionary procedure for
the preliminary selection of competitive process structures from

a set of initial structural alternatives. The selection proce-

)]

dure is organized as an optimization problem, with the single
objective to maximize the profit generated by the process
structure,

In order +to approach optimum profit, topological modifica-
tions are performed to scme of the initial proecess structures.
These topological modifications are based on parametric analysis
in terms of the independent variables of the material balance
equations. In this way, a final set of improved process
shructures is obtained.

Two major assumptions are used in the proposed procedure:
(1) in the initial design stage, struntural changes have more
impact on the optimization function than do parametric modifica~—
tiong of the design variables; and (2) the analysis of ons
process shtructure provides criteria to perform topological
modifications on that structure in order to approach the optilmun

value for the objective function.



The optimization involved in the proposed procedure
presents two main characteristics: (1) the search space is
reduced by identifying bounds and constraints; and (2) the
search of the optimum is guided by three targets: the net value
of products (value of products minus cost of raw materials)
(NVYP}, the energy cost (EC) and the capital cost (CC). -

The proposad procedure has been applied %o the production
of benzene by hydrodealkylation of toluene. The application of
this proecedure shows that it is consistent and in fact leads to
the selection of competitive alternative process structures for

a given process system.
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CHAPTER ONE

INTRODUCTION

The design of a chemical or physical process system
involves the.se;ection of a Dbasic design from a number of
alternative process structures. This activity is known as the
synthesis of procésses. As a result of the synthesis activity,
typically an enormous number of alternative pProcess structures
are generated. Each process structure is characterized by : (1)
the type of operational units involved, (2) the interconnection
between them, and, (3) the values of the design variables unique
to a particular process struchture for each one of the operation-
al units.

A potentially overwhelming task is the selection among the
set of alternative process structures to find the "best"” process
configuration. "Best" is usually associated with a set of
optimum values for the design variables in order to achieve any
of several objectives, such as: profitability, reliability,
resiliency, safety and controllability. A preliminary selection
or screening of the process structures should be made as early
as possible in the design, in order to significantly reduce the
number of candidates under noonsidefation. As a consequence
of this screening, only the most promising alternatives will

undergo detailed examination.



Westerberg [1980], states that one of the major problems in
process synthesis research is the lack of reliable methods
to perform the selection of the most promising alternatives
among a set of procegs structures. Currently, there are no
publications available that explicitly address this problem.

The preliminary seiection of alternative process structures
can not be performed by rigorous algorithmic methodé, since the
restrictions in the available codes reduce the scope of these
methods to only relatively small problems.

This work is devoted to the formulation of a procedure that
makes use of some of the existing heuristic rules, organizing
them into a hierarchical and evolutionary procedure. The
proposed method provides preliminary selection of the most
promising alternative process structures for a given process
system. Also, it may be used to improve a single process
structure. This new procedure is not intended to substitute for
algorithmic methods in the final optimization of a given process
gtructure, but instead it 1is to be used as a tool to provide
good initial estimates for the application of the aldorithms.

A bibliographical survey, presented in Chaptar Two, reviews
the main contributions to the synthesis of entire processes.
Based upon analysiu of the approaches taken in the literature,
the principles underlying the procedure proposed in this work
are established. Chapter Three presents the principles,

characteristics, and the detailed formulation of the new
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heuristic-evolutionary procedure. Chapter Four introduces an
example problem which is used to demonstrate the application
of the methodology proposed.

This thesis constitutes an initial step towards the
development of a reliable method for preliminary selection among
alternatife process structures. The proposed procedure should
be further checked and improved by its application to several

more process systems.



CHAPTER TWO
LITERATURE REVIEW

2.1 INTRODUCTION

| This chapter reviews the main contributions to the process
synthesis area in the last ten years. The egphasis is on the
use of synthesis in process systems engineering and development
of problem-solving logic for the synthesis activity. Particular
emphasis is given +to works related to the evaluation and
selection of alternative process structures in whole process
synthesis.

There are several different methods in the literature for
dealing with the synthesis of processes. However, these methods
have not been evaluated relative to one another in order to
determine their potential in the process synthesis procedure,
Mostly, the methods represent isolated approaches to synthesis,
rather than an overall, systematic methodological framework for
the process synthesis activity. In this literature review, the
author: (1) identifies fundamental concepts for the methodo-
logical decomposition of the synthesis procedure, (2) evaluates
the methods grouped into two  levels of stratsgy: gdeneral and
specific, and (3) points out several of the main problems in the
process synthesis procedure and, (4) formulates an approach Lo

future research.



2.2 PROCESS SYNTHESIS AND PROCESS SYSTEMS ENGINEERING

Process synthesis is a relatively new area of study in
process systems engineering; It is convenient to note the
nature and content of process systems endineering in order
to put process synthesis into context.

Process systems engdineering 1is "an academic and techno-
logical field related to methodologies for Chemical Engineering
decisions. Such methodologies should be responsible for
indicating (1) how to plan, (2) how to design, (3) how to
operate, and (4) how to control any kind of unit operation,
chemical and other production processes and chemical industries
themselves." [Takamatsu, 1983]. Consequently, the content of
process systems engineering has been expanded from the design of
unit operatiohs to the design of chemical processes and theA
planning of large process systems, as well as from design
problems to operation or manipulation problems. This expansion
of mission, in turn, implies the treatment of much more complex
‘problems.

In process systems engineering we may distinguish the
following activities in time sequence: process development,
process planning, basic design, detailed design and process
improvements, Currently, process synthesis deals mainly with
the basic design activity. {Umeda, 1983]

It is very difficult to state a definition for process
synthesis, since there is a wide rande of approaches to the

subject. Different authors use the term ‘“process synthesis” to
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refer to different but complementary stages 1in the process of
design. In the author’s opinion, it 1is convenient to conceive
of process synthesis as the discipline +that systematically
integrates the different stages in the development of a design,

towards the goal of an optimum state for a given process system.

2.3 PROBLEM-SOLVING LOGIC DIMENSION FOR PROCESS SYNTHESIS

Process synthesis, as well as each of the mentioned
time~-sequenced activitiés-in process systems endineering, can be
defined in terms of steps in the problem-solving logical
pathway: a) problem definition; b) selection of the value
system; c) system synthesis; d) system analysis; e) optimiza-
tion, and f) evaluation. [Unmeda, 1983]

a) Problem definition is the study of the needs met by the
system and the environment of the system. Complete problem
definition requires that a process system be modeled. Mathema-
tical models are commonly used to simulate or replicate a given
process system. (For a review on mathematical models formula-
tion, see Seider [1984])

b) The wvalue system consists of a set of objectives to be
accomplished and +their relationship to each other. The value
system provides the criteria +to select the best possible
solution.. The most common objectives employed are:

maintainability and reliability, i.e., the ability to
keep a specified production level for a certain period of
operation;

controllability and resiliency, or +the adaptability to
chandes in internal and external or environmental
conditions; and,

economics, most typically referring to the minimization
of operating and investment costs.
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To achieve these multiple objectives, including the
possible conflict between them, it is necessary to make deci-
sions based upon multiple criteria. Therefore, the structural
relationship of these objectives as +they are related to the
sequence of decision makihg must be determined. [Umeda, 1983]

c) The synthesis of processeé is the inventive step: the
outputs and inputs of the system are specified and the designer
is called upon to identify the ‘“black box" needed so that
certain objectives are achieved. Consequently, a set of
alternative process structures may be invented, all of which
satisfy the process objectives to some dedree.

d) The analysis of processes checks the performance of each
of the structures generated by setting inputs and determining
the corresponding outputs. (See Figure 2.1).

FIGURE 2.1: SYNTHESIS AND ANALYSIS OF PROCESSES

———-) T -

Given inputs ~----) PLANT ? ----) Desired outputs
-—-) )
SYNTHESIS
————) PLANT ———-)
Given inputs ----) is -——=} OQutputs ¢
———— known ———=)
ANALYSIS

The analysis step is applied after the synthesis step to reduce'

the number of process structures evaluated,
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e) Optimization consists of finding an optimum value for a
given function. Process optimization will determine the "best®
design and operating conditions for a given process system and
value system. Before an optimum can be estimated, an optimi-
zation criterion ‘has to be selected. For example, the yieid of
a product per unit volume of a reactor, or the minimum cost of
product for -a specified output, oonstituﬁe optimization crite-
ria. The objective fundtion relates the optimization criterion
to the dominant process parameters. The goal of the optimiza-
tion, then, is to maximize or minimize the objective function by
varying process parameters. [Kafarov, p.135] 'The problem of
optimization occurs when a compromise is necessary between two
or more process characteristics. The process variables must be
balanced one against the other(s). (For example, the process
efficiency may be balanced against throughput).

There are +two general types of optimization problems: (1)
dynamic optimization, that seeks +to develop an optimum control
system for the process; (2) static optimization, that tries to
develop an optimum model for a process at steady state condi-
tions. Currently, process synthesis deals mainly with steady
state models.

Depending on the nature of the mathematical models chosen,
different methods of mathematical optimization may be used.
(Fcr a comprehensive review of optimization methods in process
systems engineering see Beveridge and Schechter [1970].

£} The evaluation step of the problem-solving prbcedure

analyzes the consequences of the optimization procedure and



combines those results according to the decision rules pres-—

cribed by the value system.

2.4 FUNDAMENTAL CONCEPTS FOR THE METHODOLOGICAL DECOMPOSITION
IN THE PROCESS SYNTHESIS PROCEDURE

2.4.1 INTERACTION BETWEEN DIFFERENT STEPS OF THE PROBLEM-
SOLVING LOGIC DIMENSION IN PROCESS SYNTHESIS

Taekamatsu [19831, conceives the process synthesis procedure
not as a simple sequence of logical steps, but as a set of
elements in interaction. Figure 2.2 describes this approach.
It is clear from the figure, that in order to reach an optimum
design, different aspects have to be considered simultaneously
and/or in relation to each other. In particular, it is impor-
tant to recognize the interrelationship between systems synthe-
sis, systems analysis, and optimization. On the other hand, it
is necessary to consider the role of heuristic methods and the
evaluation of uncertainties introduced by heuristics, thermody-
namic models, mathematical models and other factors. This
interactive relationship between all these elements, is a
fundamental characteristic of the synthesis procedure that many

authors ignore.
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FIGURE 2.2: PROBLEM-SOLVING LOGIC DIMENSION OF
PROCESS SYNTHESIS (Takamatsu, 1983)
R y y
(1) (2) Selection (3) Assumption of the (5) Heuristic
Analytical of information structure of a problem rules existing
informationy ~ |to be used ~lto be solved by a in an object to
related to practically general methodology be synthesized

chemical

processes T . w

and unit (4) Establishment
operations of a practical
procedure to obtain
a solution-space

v

(7) Estimation (6)

of uncertainties in Optimal decision
used information and
heuristic rules

A

Realization

(10) Determination
of back-up policy
for uncertainties
to be included in a

(8) Analysis of

the effects of
uncertainties on the
synthesized result

(9)

Conditions and

<—objectives to

be satisfied

process system

2.4.2 OPERATIONAL SPACES IN SYSTEMS SYNTHESIS

As mentioned before, process synthesis compiles or invents

structures. It 1is desirable to

a set of alternative process

that

or configuration

gtructure

"best"” process

select the

satisfies the given value system. The synthesis of an optimum

operational system involves decisions in two different spaces:

space of distinct structural alternatives defined

(1) The
topology and the nature of the interacting

by the
units.
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(2) The space of alternative designs for the operating
modules or units composing the system.

The term topology refers +to the interconnection between
particular units so as to configure a structural alternative.
The topology does not necessarily include design calculations
for individual units or detailed material and energy bhalances.

As an example, Figure 2.3 presents three different struc-
tural alternatives for the production of benzene by hydro-deal-
kylation of toluene. During the Dbasic design stage, it is
common practice to generate an enormous number of structural
alternatives by wusing all the possible combinations between the
main units in the process. This leads to a combinatorial
problem. Westerberg [1980], states that the appropriate
formulation of the synthesis problem should be rich enough to
include all of the interesting alternatives, but lean enough to
exclude all of the unattractive ones. It is a major challenge
to the designer to use appropriate methods to reduce the number
of structural alternatives without excluding attractive solu-
tions.

In the optimum ‘process structure the corresponding units
have to be optimally designed. The feasible gset of allowable
designs is usually continuous and relatively ‘“easy" to deter-
mine by checking against equality and inequality constraints.
[Stephanopoulos, 1981] In general, algorithmic optimization
methods have been succesfully used in the optimization of single

units, but no comprehensive study is available that provides



FIGURE 2.3

DIFFERENT STRUCTURAL ALTERNATIVES FOR THE

PRODUCTION OF BLNZENE BY HYDRODEALKYLATION
oF ToLUENE (Lu and Motard, 1985)

hydrngen + wethane

tojuene <
+ dipheas| ’
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criteria to better select algorithmic methods for a given
problem. Some important criteria for the selection of algo-
rithmg are: ease of representing the problem, accuracy of
results, stability of the method and computing time.

(Details about the methodology used in both spaces is presented

in Section 2.6)

2.4.3 PROCESS SYNTHESIS DESCRIBED AS A "MAPPING PROBLEM"

Stephanopoulos [1981];>made an important contribution by
formalizing process synthesis as a mapping problem. This
conception provides, in the author’s opinion, the best basis for
the systematization of process synthesis procedures, since it
provides criteria %o decompose the synthesis problem into
several sub-problems without compromising the validity of the
results for the whole process synthesis.

Given a set of input conditions ( such as flow rate,
composition, pressure, temperature and other state indicators),
by means of a - transformation function the input set can be
mapped into a desired 6utput set. The successive mappings which
define the complete process should go only through permissible
states defined by the set of allowable operating units (reac-
tors, separators, etc), and the valid interactions among them.
Evidently,. the final transformation function is going to be the
process structure that produces the expected output set from the

diven input get,
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Consider the mapping M, i.e.:

Mi: S input --> S output
where "8 input” and "8 output’ are the spaces of the
avalilable inputs (raw materials, energy,ete. ) and of
desired outputs, respectively. Each mapping is character-
ized by:

Mi = { Ui, Ti 3
where: [ i is the set of operating units, and

T i represents the topology of the units’inter-

connections.

A given map attempts to reooncile the differences between
the available inputs (sources) and the desired outputs (sinks)
by introducing feasible operators. In Table 2.1 these differen-
ces are listed with the corresponding unit process operators

that eliminate them.

TABLE 2.1: MAPPING DIFFERENCES AND CORRESPONDING OPERATORS

DIFFERENCES OPERATORS
In the chemical species reactor
In the compositions separator
In the quantities | mixer/splitter
In the pressures pump (compr.)/valve
In the temperatures heat exchanger
In the enthalpies : phase indicator

Fach of the operators in the table belonds to a different
discrete space. Therefore, since the conformal mapping is given
by thé relations among a particular set of operators, the
following "decomposition principle” may be stated:

"The inductive construction of a conformal mapping using

operators from disjoint spaces, may proceed at various

distinct levels independently of the order  they are

considered. ™ This 1is btrue, provided that the intercon-
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nection structure T i, which acts as the interface between
two succesive levels is allowed to change completely.

[Stephanopoulos, 1981]

Based on this principle, the synthesis problem has been
decomposed by several authors [Mashalec & Motard, 1977; Rudd,
Powers & Siirola,1871; Umeda, Shindo & Ichikawa, 1974; etel,
into a series of synthesis subproblems, such as:

synthesis of reaction paths,

synthesis of reactor networks,
synthesis of species allocation,
synthesis of separation sequences, and
synthesis of energy exchange networks.

For a dynamic process, additional sub-problems +to be
considered are:

synthesis of process control structures, and
. synthesis of safety systems.

2.5 THE SYNTHESIS SUB-PROBLEMS

In this section each of the synthesis sub-problems is
briefly defined. For more detailed information see the reviews
by Westerberg [1980], Nishida, Stephanopoulos and Westerbérg
{1981], and Stephanopoulos [1981].

2.5.1 ALLOCATION OF SPECIES

The synthesis of processes proceeds through different
levels of complexity, progressing towards more elaborate
alternatives at each level. It is important to state that the
allocation of species is one of the first steps in that proce-

dure, since the resolution of the species allocation will
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determine, to a large extent, the configuration of the process
structure. The mapping concept has been extensively applied to
this synthesis subproblem.

The synthesis of species allocation attempts to coordinate
the "sources" and the “sinks" of the species so as to minimize
the cost of the resulting process structure. Pioneering Qorks
in this field are the AIDES system [Siirola, Powers and Rudd, -
1971], and the BALTAZAR\system {Mahalec and Motard, 1877]. Johns
and Romero [1979], developed a flowsheet generator which
combined the elements of dynamie programming and branch and
bound techniques. By applying algebraic mappings Friedler,
Blicke, Gyenis and Tarjan [1981], reported the deneration of
technological structures represented by petrigraphs.

Recently, Lu and Motard [1985] published a procedure for
"computer-aided total flowsheet synthesis”, wusing an heuristie-
-evolutionary approach, claiming the rapid generation of good
process alternatives. Lu and Motard, Jjustify the wuse of the
heuristic-evolutionary procedure as a means of coping with the
large dimensionality and the discrete structural characteristics
of the total flowsheet synthesis problem. In the Lu and Motard
method the matches between sources and goals are made using
linear programming. Additionally, artificial 1intelligence
principles have been applied: hierarchical planning, ruled-based
production system and backtracking control.

The work in the species allocation synthesis 1is Jjust
starting. A main restriction in the published research works

is the relatively small size of the problems that can be
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synthetized. All of the systems noted above are interactive and
require arbitrary assignments to orient the search. None of the
approaches consider equipment sizing nor energy integration.
The main objection to the available sgpecies allocation proce-
dures is that there are no clear ways to reduce the space of
structural alternatives without risking the elimination of

good prooessistructures.

2.5.2 SYNTHESIS OF REACTION PATHS

The synthesis of reaction paths attempts to find a sequence
of reactions which can be used to reach a given target molecule
from available raw materials. Typical objectives in reactor path
synthesis are to minimize the cost of the resulting processing
system, to minimize the number of required reaction steps, to
maximize the conversion yields and o maximize the use of
starting raw materials.

Westerberg [1980], noted that the reaction path synthesis
has problems with the representation and evaluation of alterna-
tive reaction paths. The evaluation procedure is most difficult
since comparison of reaction rates should be added to the
thermodynamic analysis. Calusaru and Volanski [1986] address
the representation of reaction paths by expressing chemical
structures and reactions in matrix form. Such representation
offers the advantage of performing the synthesis with the aid of
computer.

Rotstein, Resasco and Sterhanopoulos [1982], propose

a procedure for the creation and evaluation of alternative
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reaction paths guiding the search by the analysis of the Gibbs

free energy and temperature space. Stephanopoulos and Townsend
[1985] sugdest that the search space for the reaction synthesis
is conformed by: the standard Gibbs free enerdy change, the heat
of reaction, the stoichiometry, the temperature, the pressure,
the kinetics and the cost of the chemicals involved. Further-
more, they ‘anglyze the methodologies used in reaction path
synthesis, 1i.e.: topology of the search space and pattern
recognition, targeting and evolutionary procedures, and know-

ledge~based expert systems.

2.5.3 SYNTHESIS OF REACTOR NETWORKS

The synthesis of reactor networks pursues the optimal
reactor configuration. This involves the definition of the
types of reactors to be used (batch, CSTR’s, tubular, fluidized
bed, etc), the number of them and their connections. The main
objectives are to minimize the venture cost and maximize the
vield. Nishida et al. [1981], point out that very little has
been done in the arsa of reactor network synthesis, and that it
is necessary to develop the theory and heuristic rules for the
synthesis of reactors with recycle and heat integration consi-
dering various reaction schemes. Conti and Paterson [1985]
propose a heuristic procedure %o synthetize reactor networks
coupled with separation systems. Nevertheless, more work is

needed in the synthesis of reactor networks.
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2.5.4 SYNTHESIS OF SEPARATION SEQUENCES

The synthesis of separation sequences determines the
minimum cost process to isolate the specified products from
feaed stream(s) of known composition, flow rate(s), temperature
and pressure. The separation system synthesis results to date
have dealt primarily with systems of simple, sharp separators.
Still to be studied is the transformation of several source
mixtures into a differeﬁt set of product mixtures. {Nishida et
al, 1981]

An area of increasing interest is the synthesis of distil-
lation sequences with heat integration. The goal is to find
thermally coupled distillation sequences which incorporate
maximum energy conservation. It is necessary to match the heat
sinks (reboilers) and the heat sources (condensers), while
selecting a distillation sequence to accomplish the separation
task. Andrecovich and Westerberg [1985], used a mixed inteder
linear programming formulation for this problem. Shankar [1985]
developed a heuristic stratedy to synthetize heat integrated

distillation sequences. More work, though, is still needed.

2.5.5 SYNTHESIS OF ENERGY TRANSFER NETWORKS

In the synthesis of energy transfer networks, the problenm
is to find the minimum cost energy recovery network within a
process using operations such as heat exchangde, expansior,
compression and/or use of refrigerants for cooling. Linhoff and
Townsend {19821 and Papoulis and Grossmann {1983 a,bl] made

important contributions. But the research is just starting.
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The synthesis of heat exchanger networks has its objective
the invention of a network of heat exchangers that minimizes the
energy consumption and the capital cost of the installation.
Since this synthesis task deals only with heat exchangers, it is
a sub-problem of the synthesis of energy transfer networks. The
techniques for ;he synthesis of heat exchanger networks have
reached a mature stage and a number of publications are avail-
able. The successful applications of heat exchanger network
synthesis are due to a profound understanding of the problem.

The heat exchanger network synthesis problem has been
decomposed in three major steps: (1) Pre-—analysis to set targets
and limitations; (2) network invention; and (3) evolution
[Stephanopoulos, 1981]. Typical tardets are the minimum utility
consumption (energy target), the minimum number of units to be
used and the minimum heat transfer area (capital targets). The
network invention techniques have an appropriate representation
(grid diagram) and design rules to wuse as a basis for this
development. The design rules are: problem decomposition (about
the pinch point), heat interchange options and design cons-
traints, ticking off streams and utility placement. [Linhoff
and Turner, 1981]

Step (1) restricts the search space. The evaluation of the
network developed in Step (2) provides an indicator for identi-
fying thé remaining potential for Iimprovements. Any further

evolution performed in Step (3), will depend on that potential.
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The thermodynamic analysis principles, upon which the heat

integration techniques are based, are being extended to further
applications, such as distillation trains. [Linhoff & Vredeveld,

1984; Boland & Hindmarsh, 1984]

2.5.86 SYNTHESIS OF CONTROL AND SAFETY SYSTEMS

The synfhesis of control systems develops a control
structure by selecting éontrolled and manipulated variables and
pairing them, so as to satisfy control objectives. The objec-
tive of this synthesis problem is to minimize some static or
dynamic performanoe‘indices by the controlled system. Among the
possible performance indices there are: steady state errors,
speed of transient response, smoothness of response, dedree of
interactions among the loops, and range of operability.

The synthesis of safety systems is intended to define a
structure of measuring elements and of manipulated variables
such that the likelihood that the state of the process is
in a ©prohibited space 1is smaller than a predefined lower

bound.

2.6 STRATEGIES FOR THE SYNTHESIS OF PROCESSES

There are a variety of methods or strategies which have
been attempted to achieve +the general objective of process
synthesis, which is an optimum process design. How=ver, as
Takamatsu mentions [1983], the characteristics of the optimally
synthetized results have not yet been summarized conveniently so

that the synthesis methods may be used easily and practically.
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In fact, throughout this literature survey, it can be observed

that each approach remains as an isolated opinion, since the
different proposed methods have not been evaluated in relation
to each other in order to determine their relative effectiveness
as process synthesis procedures.

This section presents only what the author considers the
most important contributions in the area of whole process
synthesis. The strateéies are grouped into two categories: gen-
eral and specific. Under general strategies a rigorous state-
ment of the process synthesis problem 1is presented, the most
commonly used simplifying assumptions in the synthesis procedure
are reviewed, followed by a description of the search strategies
employed in process synthesis. The most important approaches to

process synthesis are presented as specific strategies.

2.8.1 GENERAL STRATEGIES
2.6.1.1 PROCESS SYNTHESIS AS A MULTI-OBJECTIVE MIXED-INTEGER

NON-LINEAR OPTIMIZATION PROBLEM

The synthesis of complete processes is an overwhelming
task that seeks to develop an entire process configuration
for converting available raw materials into desired products.
Several objectives must be satisfied in order to obtain a
realistic solution for the synthesis. Consequently, a multi-ob-
jective value system has to be defined.

Since several structural alternatives dre generated during

the synthesis procedure, an optimization procedure has to be

implemented to reduce the number of structures considered in
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detail. The topology of the units’ intercoanections may be

handled by integer programming. The optimization of the
operating units can be treated by non-linear programming
techniques. Therefore, +this approach *to the synthesis of
processes leads to a multiobjective, mixed-integer, non-linear
optimization problem. [Grossmann and Santibanez, 1980].
However, the solution of such a problem formulation is still not
possible with the available techniques. It is necessary to

introduce some simplifying assumptions.

2.6.1.2 COMMON SIMPLIFYING ASSUMPTIONS FOR THE OPTIMIZATION
PROCEDURE

1) Assume a simple value system.

2) Use only the most significant design variables.

3) Estimate the range of variation for each design
variable.

4} Work only with a few discrete values within the
chosen intervals of the continuous design varia-
bles.

1) The value system, usually is simplified in one of the
following ways:

Consider &a dominant objective as the only one and
express the remaining objectives as inequality cons-
traints.

Construct a composite scalar objective function, assign-
ing appropriate weighting factors to the different
objectives. ’

Decompose the process design into a series of sub-pro-
blems. ’

Each sub-problem should be solved so that a corresponding
objective is achieved. Then, the relationship among the objec—
tives has to be determined and the possible contradictions

resolved.
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2y A general methodology to define the most significant

variables for a given design task 1is not available. Fisher,
Doherty and Douglas {1885], classify the design variables
as "process flow optimization variables” and “"unit optimization
variables"”. A process flow optimization 1is defined as the
optimization of a variable that has a significant impact on the
input and output flowrates or the recycle flowrates. In
general, these variables will also affect the capital and
operating costs of each piece of equipment. On the other hand,
the unit optimizations affect the design only of single pieces
of equipment.
For example, for petrochemical processes the common
design variables correspondindg to each category are:
Process flow optimization variables: reactor conver-

sion, reactor temperature, reactor pressure, molar
ratio of reactants at reactor inlet and purge composi-

tion.
Unit optimization variables: reflux ratio in distilla-
tion columns, solvent flowrate 1in gas absorbers,

fractional recovery in distillation c¢olumns or gas
absorbers, approach temperature in heat exchanger
networks, flash drum temperature, flash drum pressure
and distillation column pressure.

There are no reliable heuristic rules to initialize the
process flow optimization wvariables. On the other hand, the
unit optimization variables can be 'specified using well-known
rules of thumb. Fisher et al. [1985], developed an economic
analysis procedure using simplified cost models to specify which

of these variables has a significant effect on the economic

optimization of the given process structure.



2

2) Degree of completeness: g

Work only with completely synthetized systems.
Allow for partially developed configurations with
variable degrees of detail.

3) Methodology used:

Algorithmic methods.
Heuristic methods.
Hybrid methods. [Stephanopoulos, 1981]

What follows is a brief analysis of each of these search
strategdies.

1) At the'first level it 1is usually Dbetter to work only
with the attractive alternatives. There are three ways to
reduce. the space of structural alternatives: (a) using branch
and bound techniques; (b) using heuristies; and (c) using an
evolutionary approach combined with either of the remaining two.
The branch and bound algorithm is the most widely used method
for solving both integer and mixed integer programming problems
in practice. (For more details about this method, see Phillips,
Ravindran and Solberg [1976]).

The term heuristics refers to empirical rules or prescrip-
tions. "Inductive” heuristics are those resulting from past
experience. For example, the optimum ratio of the actual reflux
ratio to the minimum one in a distillation column is aproxi-
mately 1.2. On the other hand, "analytical” heuristics are the
ones developed from simplifyingd analysis of physico-chemical
phenomena; for example, the heuristics applied 1in the synthesis
of heat exchanger networks are derived from a "second law”
analysis.

2) At the second level, to work with partially developed

configurations requires fewer computations, but the decisions

made early may lead to conflicts later as the process structure
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is being completed. It might be more apropriate to use the so
called "evolutionary method"”, which works initially with simple
process structures and proceeds through several stages, pro-
gressively more complex, in order to configure a detailed
process struchure.

3) Atv the third level, the rigorousness that the algorith-
mic methods offer has to be evaluated against the simplicity of
the heuristics. Many\ times a hybrid approach is more conve-
nient, ifAit appropriately combines the advantages of algorithms
and heuristics.

The algorithmic methods most often used in process synthe-
sis are: mathematical programming techniques, non-linear search
techniques and multilevel optimization techniques. The most
commonly used mathematical programming %techniques are: linear
programming, non-linear programming (quadratic programming,
geometric prodramming, etc), dynamic programming and mixed-inte-
ger linear programming. The main non-linear optimization
techniques are: direct search methods (Powell’s method),
gradient seércb methods (steepest descent, Newton’s, Davidson’s,
ete.), and constrained optimization methods ( Rosenbrock’s
method) [Box,Davies,and Swann, 1969]. The multi-level optimiza-
tion technique requires the construction of a unified network
which includes all imaginable process structures. Evidently,
this procedure is restricted to relatively small problems. (The
MILP method presented in the following section is a multi-level

technique. )
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2.6.2 SPECIFIC STRATEGIES
2.6.2.1 SYSTEMS SYNTHESIS AS A SINGLE OBJECTIVE OPTIMIZATION

PROBLEM

Grossmann [1985], states the synthesis of integrated
process structures (conformed by utility systems, heat recovery
networks and processiné system), as a single-objective, mixed
integer linear programming (MILP) optimization problem, thus
simplifying the multi-objective, mixed integer, non-linear
programming model. As a multi-level technique, MILP has the
ability to evaluate several structural alternatives at the
same time. However, with MILP the optimality of the solutions
can only be guaranteed with respect to +the alternatives that
have been considered in the problem representation. There may
be other, better process structures which were not included in
the set of alternatives considered. The major features of
this formulation are:

Structure and parameter optimizatioh can be performed

simultaneously.
Discrete and logical constraints can be handled explicit-

ly.
A variety of different synthesis problems can be formula-
ted with the same mathematical tool.
The main restriction on the MILP formulation 1is the
relatively small size problems that the existing computer codes
can handle. Therefore, it is essential to efficiently repre-

sent process systems while using the MILP technique. An

interesting conclusion of Grossmann’s work is that a mathemati-
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cally valid decomposition of the integrated MILP model might

also lead to near optimal solutions. Representation, as used
here, is an image 1in which a set of variables are correlated
against another set of variable(s) in order to find specific

trends between them.

2.6.2.2 USE OF HEURISTICS AND THERMODYNAMIC TARGETS TO

COMPLEMENT ALGORITHMIC METHODS

Grossmann [1985], proposes to combine heuristiecs,
thermodynamic targets and algorithmic methods in order to cope
with the synthesis problem. Heuristics can be used to eliminate
alternatives that are not promising and to generate good initial
estimates for the application of algorithmic models. Thermody-
namic targebts can be used Lo develop bounds or representa-
tions, that will eliminate from consideration, energy ineffi-
cient alternatives. Aldorithmic methods can be used to automa-
tically generate integrated flowsheets in which the interactions
and finer modelling points are taken fully into account.

Umeda [1983], also recommends the use of an exergy analysis
in the synthesis procedure *to determine energy bounds for
particular units. Previously, material and energy balances have
had to be developed.

This author, Takamatsu [1983], and Stephanopoulos [1981],
recognize the evolutionary methods as the most useful for the
synthesis of processes. Umeda, recommends developing allocation
procedures which focus on the material recycle streams. For

that purpose he developed the following heuristic rules:
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1) Direct recycling should be at the earliest possible step

in a process.

2) Wastes should be taken out at the earliest possible step

in a proness.

3) When a solvent is used, it should be recovered at the

earliest possible step in a process.

This set of rules is based on the principle that the value
of a stream increases eaevery time it passes through a unit’
because energy is invested at the unit. In addition, recyecling
streams is often justified economically.

Takamatsu [1983], points out a number of problems in
using heuristic ruies for the screening of process alternatives.
These problems include: 1) how to develop a method in which some
heuristics may be easily introducible; 2) what kind of heuristic
rules should be effectively extracted to combine with a general

methodology, and (3) how to optimally combine a general methodo-

logy and its set of heuristic rules.

2.6.2.3 USE OF HEURISTICS AND HIERARCHICAL PLANNING

Lu and Motard [1985], and Doudlas [1985], addressed
Takamatsu’s questions by using an evolutionary procedure
based on the application of heuristics and oriented by hierar-
chical planning. The first work is devoted to the species
allocation problem, while the second proposes a methodology to
synthetize and preliminarily optimize a given base-case process
structure,

Lu and Motard’s approach sugdests the .designer first
develop the material balance and then the energy balance. Lu
and Motard then rank the stream descriptors in the following

hierarchy: species, composition, quantity, enthalpy and pres-
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sure. Only the first three properties will be considered
initially.

Douglas’ procedure 1is restricted to single product plants
that handle fluids under continuous operation. He approaches
the synthesis of processes by decomposing the design problem
into the following hierarchy of decisions:

Level 1: Batch vs. continuous.
Level 2: Input-output structure of the flowsheet.
Level 3: Recycle structure of the flowsheet and
reactor considerations.
Level 4: Separation system specification
a: Vapor recovery system
b: Liquid recovery system
Level 5: Heat exchanger nestwork.

Actually, Level 1 assumes only continuous operation. Level
2 is defined by the assignment of the feed streams, product and
by-products streams, and waste streams. In Level 2 the "econo-
mic potential” is equivalent to the net valus of the streams.
That is, the economic potential is the value of the product and
by-product streams minus +the cost of raw materials. The
economic potential, which is evaluated in terms of gas recycle
and purge stream rates, is used to define a region of profitable
operating conditions.‘ In Level 3, +the economic potential
includes the reactor and compressor (if any) costs, and their
corresponding operating costs. The compressor is used when a
gas recycle stream exists. Additionally, in Level 4a, the
economic potential includes the cost of +the gas separation
system (if any) and/or the coét of valuable material lost in the
purge. Level 4b subtracts from the economic potential the

capital and operating costs of the liquid separation system.

Finally, in Level 5 heat integration is performed to reduce the
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energy consumption. Douglas [1985], «claims that the above
hierarchical decision procedure should lead to a reasonable
process flowsheet and a base-case design.

The disadvantage of the hierarchical procedure proposed by
Douglas is that it Jjust leads to a single base case, but it aoes
not explore alternative structures. Douglas and Woodcock
(1985], propose the use of "cost diagramsh to infer structural
modifications of a giveh process system and also to identify the
significant design variables. In the cost diagram each equip-
ment item is represented by a box in which the annualized
installed cost is listed; and, the annual oparéting costs are
attached to the stream lines.

But, the use of cost diagrams, according to Douglas and
Woodcock, is wuseful Jjust for getting some "feeling"” for the
economic incentive for evaluating various alternatives in more
detail. Consequently, the ocost diagram technique does not
provide a reliable procedure to explore several structural

alternatives for a given process system.

2.6.2.4 CONSIDER SEPARATION AND REACTOR STRUCTURE IN CONTEXT
Douglas, Malone and Doherty ([1985], state that the selec-
tion of the separation system for a process is coupled to the
determination of the optimum process flow rates. In addition,
Conti and Paterson [1985], state that reactcrs must be designed
along with fhe flowsheet and not as isolated units. They show
that designing the reactor for maximizing the product yield does

not necessarily lead to an optimum solution because of the
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important effect of +the separation system on the objective
function that contradicts the trend followed by the reactor
units.

Conti and Paterson use a "procedural approach"” to generate
a near optimal process structure. This approach allows us to
take the decisions for design in a sequential fashion; instead
of simultaneous}y‘

The procedural appfoach can be described as follows:

1.. Develop a base case design using the following heu-

ristics sequentially:
1.1 Minimize process complexity in order to reduce the

capital costs for the whole flowsheet. Target: mini-
mum number of units.

1.2 Maximize process yield. The target 1is the reactor
configuration and the conversion which leads to
the maximum reactor system selectivity. This is

justified Dbecause the raw material costs typically
dominate the economics.

1.3 Minimize the separation cost. Use the separation
seaquence which minimizes the total heat load.

2. Evolution from the base case. The heuristics are re-—
laxed in reverse order.

2.1 Find the lowest cost distillation sequence for a
range of reactor conversions near that of the base
case.

2.2 Keep the reactor structure found 1in step (1.2} and
optimize the conversion.

2.3 Increase process complexity by changding the reactor
structure and/or allowing recycle of waste product(s).

2.6.2.5 USE OF THEEMODYNAMIC ANALYSIS

Alternatively, the use of thermodynamic analysis has been
extended to the optimization of entire processes. Linhoff and
Vredeveld {1984], propose the use of the pinch point concaept to
design process systems having as their objective the minimiza-
tion of energy consumption. For this purpose, Linhoff and

Vredeveld represent independently the hot process streams (to be



cooled) and the cold process streams (fto be heated) in a
temperature-enthalpy diagram corresponding to a given process
structure and operating conditions. These curves are called the
hot and cold composite, respectively. From +the temperature-en-
£ha1py diagram, a ‘“"pinch point" is identifiable. The "pinch
point"” or simply "pinch" 1is the temperature at which the heat
flow in *the system 1s gero. [Linhoff and Turner, 19811 The
changes in the material and energy balances of the process that
would benefit the energy target are:

To increase the hot stream duty above the pinch.

To decrease the cold stream duty above the pinch.

To decrease the hot stream duty below the pinch.

To increase the cold stream duty below the pinch.
Changing temperatures rather than duties about the pinch would

also benefit the energy target. Therefore, it is recommended:

To shift hot streams from below the pinch to above.
To shift cold streams from above the pinch to below.

Boland and Hindmarsh [1984], claim to have a structural
procedure to cope with total energy synthesis. They divide
the process system in three sub-systems: power system, distil-
lation system and background process. Each of these sub-systems
has a pinch point and characteristic composite curves that are
represented on the temperature-enthalpy diagram.

The power system heat acceptance and heat rejection
profiles can be altered either by changes in operating condi-
tions or by choice of thermodynamic c¢ycle. The shape of the
distillation system heat acceptance and heat rejection profiles
can be manipulated by chandes in individual column pressures.

The background process consists of all sbreams not considered
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in the power or distillation sub-systems. The thermodynamic
analysis establishes the pinch location and the utility require-
ments a?ove and below the pinch. To perform an overall energy
integration, the pinch point and composite curves for each
sub-system have to be identified. Then, the sub-systems are
matched together (modifying their composite curves for that

purpose), so as to reduce the utility demand.

2.6.2.86 DEVELOPMENT OF ANALYTICAL INSIGHTS AND EXPERT SYSTEMS

Stephanopoulos [1985], indicates that due to the high
complexity of the synthesis problem and because of the lack of
useful general theoretical results, the synthesis of processes
issues have been addressed and resolved through empirical,
unsystematic procedures. Stephanopoulos proposes to proceed
through two complementary> directions: (1) to generate new
analytical tools that would guide the screening of large sets of
unattractive process alternatives and establish achievable
targets for the process being developed; and, (2) to systematize
the existing knowledée.‘ The thermodynamic analysis of processes
constitutes one step in the first direction and the development
of expert systems points in the complementary direction.

The expert systems are conformed by a set of "production
rules”, called +the "knowledde base”, and an "inference engine”
that executes the rules. It is very important to find appro-
priate methods for representing expert Kknowledge.

A first expert system in process design could be aimed at

minimizing design errors by checking inconsistencies in the
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assumptions and constraints governing each step. The next step
could be a "constraint-satisfying"” expert system +that manipu-
lates the process parameters in an attempt to satisfy cons-
traints. A more ambitious system might be able +to investigate
structured as well as parametric modifications. an improved
system should be able +to consider optimization.tasks, [(Hart,
1984]

The major disadvéntage of expert systems is that they are
expensive and therefore their use is most easiiy ljustified for
tasks that are performed repeatedly. Westerberg [1984], states
that the synthesis problems are combinatorial and if they are
precisely defined, they should be attacked by other means.

Umeda [1983], characterizes the fifth generation computers’
configuration as a knowledge base management system, a problem
solving and inference system, and an intelligent interface
system. Such computers would face appropriately the multi-ob-
Jjective synthesis problem. In faect, the first generation of

expert systems are in the developing stage. [Chowdbury, 1985]

2.7 PERSPECTIVES FOR FUTURE RESEARCH IN PROCESS SYNTHESIS

From the above 1iteraturé survey it 1s clear that the
synthesis of entire processes 1s in a very early stage of
‘development. Whole process synthesis can be stated formally as
a multi-objective, mixed-~integer, non-linear programming
problem, but most of the research done so far reduces the

synthesis to a single-objective problem.
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There have been several proposed procedures to automatical-
ly generate structural alternatives. Most of them screen the
structural alternatives based on heuristic rules, but these
rules have not been sufficiently proved to be used with confi-
dence. Therefore, the major problem in process synthesis is to
find appropriate methods to screen among a set of structural
alternatives ﬁnd reduce the number of alternatives to get only
the most promising ones.

Most of the authors agree that the generation of structural
alternatives can be treated as an evolutionary procedure,
oriented by heuristics, in which a hierarchy of decisions is
solved. The 4general hierarchy is synthesis of the reaction
path, followed by the species allocation. Then the reactor(s)
configuration and the separation sequencing have to be defined.
Later, finer details should be added to the +topological struc-~
ture. A serious problem is how to detect when a decision at a
certain level in the evolutionary procedure 1is going to nega-
tively affect decisions at a later stage.

Once a set of structural alternatives has been identified, .
the analysis of processes is sudgested as the tool that can lead
to a better understanding of the phenomena involved and, hope-~
fully, +to validate heuristics for the evaluation of these
alternatives. This expectation is motivated by the success of
the thermodynamic analysis in heat intedration and distillation
sequencing.

The optimization of an entire process mainly involves the

topology of the given process, particularly if energy intedra-
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tion is considered. The individual optimizations of the equip-
ment items often provide only a mardinal improvement within a
given process.

Once some topological structures have been optimized with
respect to an economic objective function, considering also
safety bounds as constraints, other objéétives such as operabi-
lity, reliabil;ty, or controllability should be incorpcrated
in order to end up with a "workable" system. However, there is
no agreement on how to implement thé'multi—objeotive formula-—
tion.

Two basic elements of process synthesis applied to entire
processes have nobt been ftreated sufficiently in the existing
literature. They are:

The only representation avallable for the synthesis of
entire processes traditionally is the "flow diagram”™. In the
author’s opinion, such a representation is not sufficient for
the ambitious task of synthetizing entire processes. For the
systematization of the enormous amount of information generated
in the synthesis procedure, it is necesséry to develop substi-
tute or complementary forms of representation.

The thermodynamic analysis has been used to set bounda-
ries that allow the idéntification of energy inefficient process
structures. However,'other type of bounds should be incorporat-
ed to thé synthesis procedure, to reduce the searching space of
the structural alternatives, for example, the maximum net value

of products.
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CHAPTER THREE

PROBLEM FORMULATION:
THE SCREENING OF STRUCTURAL ALTERNATIVES

3.1 INTRODUCTION

This chapter 1is devoted +to the formulation of a heuristic
evolutionary procedure that selects promising alternative
process structures for a given process system.

First, the need to develop such a procedure is justified,
and the principles and assumptions upon which this formulation
relies are established. Then, the characteristics of the
proposed methodology are pointed out, and finally the method is
formulated.

This work applies available optimization techniques in the
context of the proposed heuristic procedure, but it is not

devoted to the improvement of optimization techniques.

3.2 JUSTIFICATION FOR THE DEVELOPMENT OF A HEURISTIC METHODO-
LOGY TO SELECT AMONG ALTERNATIVE PROCESS STRUCTURES
As was stated in the literature review, algorithmic
methods are the most reliable for addressing most synthesis pro-
blems. However, due to the restrictions in the available
computer codes, the algorithms presently available can handle

only relatively small problems. The number of structural



alternatives that can be considered in the multi-level techni-
ques also is very small. Therefore, a heuristic procedure
is needed to perform a preliminary selection or screening among

several process structures that represent the same Process

system.
Douglas [1885] has proposed a heuristic-hierarchical
procedure to generate a base-case design. Conti and Paterson

[1985] propose a précedural approach based on heuristics to
evaluate reactor configurations linked to theirAcorresponding
separation systems. These appear to be the only two systematic
heuristic procedures existent for the generation and improvement
of a base case design for a given process system. However,
neither work addresses the problem of the preliminary screening
of alternative process structures.

This work 1is devoted to the development of a heuristic
procedure that provides preliminary selection of competitive
alternatives among a given set of process structures. This
procedure is not intended to substitute for +the algorithmic
methods, but is to be used as a tool to provide good initial

estimates for the application of such algorithms.

3.3 PRINCIPLES UNDERLYING THE PROPOSED HEURISTIC PROCEDURE
The heuristic procedure proposed for the selection of
competitive process structures is based on the following
principles:
The screening procedure among several process structures

is conceived of as an optimization problem. This optimization
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has a single objective: to maximize the profit of the process
structure. The profit is defined as the net value of products
(NVP) minus the energy cost (EC) and minus the capital cost
(CC).

PROFIT = NVP - EC - CC (3.1)
The net value of products is equal to the value of the products
and by-products minus the cost of raw materials.

The optimization to select alternative process structures
is performed in terms of the independent variables of the
material balance equations. These independent variables
determine the flow rates in the entire process structure. For a
given set of bounds and constraints inherent +to the process
system, the flow rates determine to a great extent the size of
the major operational units and the enthalpic condition of the
streams. In addition, the independent variables of the material
balance equation fix the net value of products (NVP), which
constitutes an upper bound for the profit.

The studies of Conti and Paterson [(1985], Fisher, Doherty
and Douglas [1985] and Floquet, Pibouleau and Domenech [1985],
and the results obtained in Chapter Four of this thesis show
that the most important variables in optimizing a given process
are the independent variables of the material balanee equations
(conversion, selectivity which may be a function of the reactor

temperature, and the composition of recycle streams).

The optimum search space is bounded by the maximum net

value of products (max NVP), the minimum energy cost (min EC),
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and the wminimum capital cost (min CC). This principle is
derived from the analysis of Equation (3.1). According to this
equation, the maximum profit for a linear system would be:
max PROFIT = max NVP - min EC - min CC (3.2)

For a non-linear system, which is +the case encountered in
process design, the objective function appears to be bounded by
the maximum net value of products, the minimum enerdy cost and
the minimum capital cost.

The procedure 1is evolutionary. The evolution princi-
ple can be understood in two different ways: (1) initially only
the main elements of +the process alternatives are considered
in the evaluation; later, more detail may be added to the
competitive process structurses in order to refine the evalua-
tion; (2) the &eoisions taken in the course of the screening
procedure gradually become more complex. The evolutionary
character of the method allows the decisions to be made se-
quentially.

This procedure satisfies the synthesis "decomposition
prineciple”, performing structural modifications on a given
process in several stages allowing changes in the topology, if
necessary, at each stage of the evolution.

This procedure uses the hisrarchical planning principle,
which states that the decisions pertaining Lo evaluation
are categorized in different levels of importance.

.This procedure assigns higher precedence to the develop-
ment of the material ©balance and the definition of the values

for the independent variables that define it, rather than to the
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definition of the variables that exclusively affect the energy
consumption.

This procedure uses the back-tracking principle, which
means that decisions wmade earlier in the evolution are reviewed

at a later stage to check their continued validity.

3.4 ASSUMPTIONS USED IN THE PRCPOSED HEURISTIC PROCEDURE

Two major assumptions are used in the proposed heuristic-—-
evolutionary procedure. These ars:

1) This procedure assumes that, in the initial design
stage, structural changes have more impact on the optimization
function than do parametric modifications of the design varia-
bles. Therefore, structural modifications have higher prece-
dence than the tuning of design variables.

Stephanopoulos [1981] points out that structural modifica-
tions have more impact than parametric changes. Douglas and
Woodcock [1985], state that ‘“"experience seems +to indicate that
greater savings normally are possible by evaluating a new
process alternative rather than optimizing a process”. Design
procedures proposed by Seider [1985], Westerberg [1980] and
Takamatsu [1983] also state the importance of topolodical
modifications. The results of the example process system
developed in Chapter Four validate this assumption.

2) This procedure assumes that the analysis of one process
structure (called “reference.struoture“), belonging to a set of
alternative process struchures, provides criteria to perform

topological modifications on that structure in order to approach
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the optimum value for the cobjective function. The characteris-
tics of the reference structure and the procedure for its
selection are detailed in Step 1 of the proposed heuristic

procedure.

3.5 GENERAL CHARACTERISTICS OF THE PROPOSED HEURISTIC PROCEDURE

The proposed heuristic procedure incorporates the following
general characteristics:

1. The method integrates some of the existént heuristic
rules, organizing them into a more comprehensive heuristic-evo-
lutionary procedure. The use of available techniques for the
major synthesis sub-problems: heat integration [Linhoff and
Hindmarsh, 1983], distillation sequencing [Shankar,1985], and
exergy analysis [Kaiser, 1981] is recommended.

2. Each of the steps involved in this evolutionary proce-
dure has its own specific target(s). Therefore, at each step
only part of the overall search space is covered.

3. It is not a method +to 1initially 4generate process
structures. The methed rsquirsse a3 a baszis, at lsast ons
process structure developed by other means. To generate an
initial set of process structures the technique proposed by Lu
and Motard [1985] or the one proposed by Johns and Romero (1979)
is recommended.

4. The procedure could be applied to the evaluation
of: (1) only one process structure; (2) a set of alternative

process structures.



5. Reaction schemes and kinetic information should be
provided as initial information.

6. The initial reduction of the search space is made by
identifying bounds and/or constraints inmherent to +the problem.
(Safety, restrictions in the services available, materials
characteristics, production capacity, ete.)

7. This,ﬁrocedure requires the selection of one process
structure, among the available alternatives, which will be used
to study the influence of the main variables in the process
system in order to guide the search for better structures.

8. This procedure uses simplified economic models for each
one of the operating units in the given process structure.
Shortcut methods can be used initially for the unit operations.
The models can be refined in later stages of the evelution.

9. This procedure evaluates alternative operational units
to perform a given goal. For example, absorption can be

used instead of distillation to perform the same separation.

3.6 PROPOSED HEURISTIC PROCEDURE
The following heuristic-evolutionary procedure is proposed
for the preliminary screening of alternative process structures:

Step 1: Selection _of a "Reference Structure”. _This method

is intended to evaluate competitive process structures, but not
to generate them. To Jenerate process structures, the work of
Lu and Motard [1985] or the work of Johns and Romero [1979] are
recommended . Among the initial set of avallable process

structures (at least one), generated by other means, select one
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process structure, This first process structure is called
"reference structure”.

To select the reference structure use the following
procedure:

1.a) represent the initial set of process structures only
hy "material  operators”, eliminating from the representation
units such as pumps, cdmpressors and heat exchangers. Material
operators are: reachtors, separators, mixers and splitters.

1.b) Group the available alternatives using the material
equivalence concept. Two or more process shtruchtures are called
"material equivalent”, if +their respective- material operators
perform the same tasks, redardless of their number.

1.¢c) Select within each groupr of 'material equivalent”
process siructures, one alternative using the followiﬁg cri-
teria:

(1) Simplicity of operational units. An operational unit
is "simpler" than a competitive one 1if it achieves a lower
number of goals. The operational units should be as simple as
possible for the selection procedure (for example, if four
components are going to be separated by distillatbtion, the
structure that has three distillation columns is considered the
simplest one in this context because each column performs only
one goal, ie, the separation of two co.iponents).

(2) Degree of development of the process structure. The

ure refers to the

ot

degree of development of a process strue

number nf goals achieved by that structure. For the selection
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procedure, the structure should be as developed as possible,
i.e., it should include the maximum number of goals (for
example, a structure that does not recuperate a by-product, bubt
recirculates it, is not fully developed since +this structure
does not consider the goal of separating a component, and
therefore it does not allow the evaluation of +the wunit that
performs the recuperation). |

{(3) Degree of intéraotion between operational units. The
interaction between material operators is given by the material
recycled or by-passed from one operator to another, constituting
a material loop. For the selection procedure it is desirable to
have a highly interactive process structure in order to evaluate
the effect of loops on the behavior of the system.

The above criteria respond to the need of understanding the
behavior and relative importance of the operational units
involved.

The best process structure should be selected according
to the following ‘“selection procedure”: (a) evaluate the
candidate process structures by their dedree of development
(criterion (2)), (b) if necessary, evaluate +the remaining
alternatives by the simplicity of the operational units {(crite-
rion (1)), and (e} if still there is more than one candidate
alternative, select the most intedgrated structure (criterion
(3)).

1.d) Rank the alternatives selected in the previous step,
using the same “"selection procedure’. If there 1is doubt

involved in the selection of the reference structure, select the
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structure that offers the maximum net value of products (NVP).
The computation of the maximum NVP is detailed in Steps 4 and
5. If the "selection procedure"” finishes with more than one
process structure, then perform steps 2 through 5 with all the

selected alternatives, until the determination of the maximum

NVP.

l.e} Choose the first process structure from the ranked
alternatives. This one will be considered the ‘“reference
structure”,

Use this reference structure to develop the following steps:

Step 2: Determination of bounds and/or constraints inherent

to_the problem. This step determines safety and other specific
bounds and/or constraints inherent to the given problem. For
example, explosive conditions for hazardous materials, corrosi-
vity and other properties of materials, temperature and pressure
limits for operational wunits, restrictions 1in the services
available, and production and storage limits constitute bounds

to the problem.

Step 3: Definition of ‘“core variables'. This section

formulates the material balance equations in terms of the "core

variables” and identifies the core operators”’. For the
selected “reference structure”, the corresponding material
balance equations are shated in terms of the minimum number of
independent variables that fix the material balance. These

independent variables are called ‘“core variables”, since they

determine the material flow in the whole process structure.
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The material operators to which the core variables are
primarily related, are, then, called ‘“core operators”. For
example, in a chemical process the conversion is a core varia-
ble, since it determines the flow rates of products and re-
actants. Therefore, the reactor would be a core operator.

A process structure cdn be identified by the number of
material loops that it has. At least one independent variable
is related to each ﬁaterial loop. The number of loops will
determine the minimum numbeonf independent variablés.

Step 4: Determination of bounds and/or constraints for_ the

"core variables'. In order to set bounds for the "core varia-

bles” it 1is necessary to evaluate the net value of products.
iThe net value of products (NYP) 1is defined previously as the
value of products and by-products minus the cost of raw mate-
rials. The flow rates of products, by-products and raw mate-
rials are described by material balance equations, developed in
Step 3. Since the material balance equations are formulated in
terms of the core variables, by changing the values assigned to
these core variables +the corresponding NVP values can be
computed. For certain values of the core variables the NVP may
become small or even nedative. Those undesirable values for NVP
will determine bounds for the core variables.

Step 5: Maximizgation of the NVP. The maximum net value of
products can be determined by search techniques which are
applied to the material balance equations. The maximum NVP is

very easy to find by using interactiv arch, when only two

v]

3

[

core variables are considered. For a higher number of core
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variables, Powell’s method is recommended [Beveridge and
Schechter, 1980].

Step 6: Development of simulation model. Up to this peint,

only material balance equations and material operators were
considered. Teo further evaluate the reference structure it is
necessary to consider the effects of the core variables on the
capital cost and energy cost, which are components of the
objective functidn. Cbnsequently, the formulation of a simul-
ation model is required. |

To develop the mathematical model for the reference
structure, consider material operators (reactors, geparators,
mixers and splitters), as well as non-material operators
(compressors, pumps, heat exchangers, stc.). This model should
include material and energy Dbalances, equipment sizing and
economical models for each one of the major operational units
involved.

To establish the wvalues for the design variables of
the operaticnal units, useful heuristics are provided by Happel
and Jordan [1976, Appendix C] and Douglas [1985]. To set the
operating pressure of distillation c¢olumns, the procedure
proposed by Henley and Seader [1981, p.432] is recommended. To
set up distillation trains, Shankar’s heuristic procedure [19853]
is recommended. The initial estimation for the reactor conver-
sion can be set to achieve maximum selectivity ([(Conti and
Paterson, 1985].

Step 7: HExecution of parametric _shudies. In order to

determine the potential for structural changes in the reference
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process structure, parametric studies are performed using the
simulation model. For that purpose, use the following proce-
dure:

7.a) Perform a few parametric changes in the ~values of the
core variables to evaluate the corresponding effect in the

following factors: (1) net value of products (NVP), (2) capital

]

cost (CC), ~(3) energy cost (EC), and (4} profit. The cor
variables may assume juét three values: upper and lower bounds
(determinéd in Step 4), and an average value‘between these
bounds. These initial parametric changes will reveal the
relative impact of each of the economic hLardgets (i.e.,NVP,
EC and CC) on the profit, and their sensitivity with respect to
the core variables (except for NYP, sinece its sensitivity has
been determined with more detail in Step 5).

7.0) With the information provided in 7.a), extend the
parametric modifications of the core variables to determine the
sensitivity of the major operational units with respect to the
variations in the core variables. In this step the following
aspects have to be analyzed: (1) range of stability of the unit
(i.e., converdence of the model under various conditions), and
degree of difficulty to achieve specifications, (2) viola-
tion of bounds (for example, under certain values of the core
variables the temperature of a reactor wmight overcome a speci-
fied limit), (3) changes in the net value of products (NVP), (4)
changes in the energy cost (EC), (5) chandes in the capital

cost (CC), and (8) changes in the profit.
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It is important to register the effect of the core varia-
bles on each one of the targets (NVP, EC and CC), and not only
on the profit, because the analysis of these records provide
additional criteria +to decide what type of structural changes
are needed to better affect each one of the targets. Observe
that in a previous step the maximum NVP has been determined for
the refersnce structure. Therefore, this value constitutes a
target for the parametric evaluation.

This parametric analysis also helps to tune up the values
of the core variables improving the initial estimates.

7.c) List all the major operational units in the reference
structure, recording the following information: (1) the opera-
tional bounds and/or constraints, (2) the behavior in the
simulation (from Step 7.b record if the unit 1is unstable or
difficult o simulate); (3) If 4gdoal of a unit is stricly
necessary for the process (for example, a separation unit that
recuperates a by-product might not be strictly necessary if that
by-product could be recirculated); (4) if unit could be lumped
to another operational unit (for example, two simple distil-
lation columns can be transformed into one that has a side-
draw); (5) if the goal of the unit can be better achieved by
decomposing it into two or more operational units (for example,
in a process that intends to recuperate a valuable by-product,
prcbably the introduction of a new reactor with different
operational conditions would improve the formation of the
desired by-product): and, (6) the ratio of change in the NVP,

EC, CC and profit with respect +o changes in the core varia-
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bles (sensitivity of targets and obJjective function with respect
to core variables).

The eanalysis of +the information accumulated will provide
criteria for guiding structural modifications of the process
structure.

Step 8: Determination _of minimum utility requirements.

Using the pinch point analysis, determine the minimum utility
requirements using the .value of the core variables that show a
higher profit [Linhoff and Hindmarsh, 1983]. This result will
be later compared with the one obtained in Btep 10.

Step 9: Topological modifications in _the process structure

From the results obtained in Step 7, modifications of the
topology of the reference structure may be convenient to better
satisfy the objective function. The decision procedure to
introduce topological changes is as follows:

9.a) List the units that do not perform a strictly neces-
sary task. These units might be: (1) eliminated, (2) lumped
into other operational units, or (3) replaced by a competitive
unit (if possible). The topological changes should be performed
in the sequence established, wunless the informatlion from Step
7.c) shows a clear option. If undesirable effects result from
the elimination of the unit, lump it with another operational
unit. If that is not possible, replace the unit with a competi-~
tive one. In any case, evaluate thoe effects of the structural
changes.

9.b) List the units that might be conveniently replaced,

even though they perform a necessary task. The reasons that
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justify a change are: (a) narrow operational range, (b) viola-
tion of bounds and/or constraints, or (¢} high sensitivity to
core variables. Replace operational wunits only 1if all of the
following conditions are satbisfied: (1) the specifications

stated for +that wunit are fulfilled, (2) the technology is

ot

reliable, (3) the cost of the new unit is competitive; and, (4)
the operational cost is approximately equal to or 1less than the
corresponding for the old unit. Besides, it 1is desirable to
avold the inclusion of new services, such as refrigeranté, hot
process fluids, ebte. that are not used by other units. For
example, azeotropic distillation might be evaluated against
vacuum distillation or solvent extraction. ([Deo, 1983]

9.c) List the units that perform a necessary task which can
be lumped to other operational units, without compromising the
economic targets. Execute the lumping of units (if it 1is
possible) and simulate in order to evaluate the effects.

9.d) Add to the structure a new operational wunit if that
benefits the objective function. Evaluate the effects of
intfoducing the new unit by means of simulation.

Careful evaluation should be exercised 1if +topological
chandes affect characteristics of a given loop in the process
structure. Therefore, each time that a wunit is eliminated or
replaced by another operational unit that introduces new

ervices (refrigeration, hot process fluid »>r additional

4]

compression), g0 to Step 10, Otherwise, perform additional

structural modifications (if possible).



Sh

Step 10: Evaluation of energy benefits introduced by

topological modifications. Determine the heat integration

potential for the new topolody, establishing the minimum utility
consumption that can be expected. Use the pinch point analysis
of Linhoff and Hindmarsh {1983]. Compare the results of this
step and the results for the previous process structure obtained
in Step 8. If the new topologdy does not offer enerdy savings,
check carefully the advéntages of the new process structure.

Step 11: Performing _additional topolcgical modifications.

If necessary repeat Step 9 and Step 10.

Step 12: Heat intedgration of _process _structure. Perform

heat integration in order <+to approach the minimun energy cost
target. Follow the method suggested by Linhoff and Hindmarsh
[19831].

Step 13: Registration of target values. For the process
structure under evaluation, register the following values: (1)
actual net value of products (NVP), (2) energy cost (EC), (3)
capital cost (CC), and (4) profit. Evaluation of the structure

under study is finished with this step.

Step 14: Selection_ _of another process structure from the

initial set. Check the next process structure selected in Step
1. If a similar structure has been generated while performing
Step 9, take the next alternative, bhecause the former alterna-
tive has been already evaluated. Repeat this step.

Step 15: Determination of bounds and core variables for_ the

new_process struchure. Repeat Steps 2 and 3 for the new process

structure,
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Step 16: Evaluation of the new process structure. Evaluate

the new process structure using the information of Step 7.c¢), if

the core variables of the reference structure and the new one,

Q

are the same. If not, repeat Steps 5 through 13, for the new
process structure.

Step 17: Ranking of the final set of progcess structures.

Rank the resultant set of screened process étructures in terms
of the profit. Régisteg also the values of the targets (NVP, EC
and CC). ‘

These alternatives constitute the final set of process
structures to which algorithmic methods may now'be applied to
find the optimum conditions for the given process system.

Figure 3.1 shows a summary of the proposed heuristic

procedure.
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CHAPTER FOUR
APPLICATION OF THE PROPOSED HEDRISTIC PROCEDURE

TO THE EXAMPLE PROCESS SYSTEM:
HYDRODEALKYLATION OF TOLUENE TO PRODUCE BENZENE

4.1 INTRODUCTIbN

In this chapter, the heuristic-evolutionary procedure
proposed in Chapter Three 1is applied to an example process
system. The thermal hydrodealkylation of toluene to produce
benzene has been selected as the example problem because it
offers several alternative process structures and it has been
discussed by Douglas .[1985] and Lu and Motard [1885]. The
results obtained are checked against those presented by J. Dou-

glas [1985], who used a hierarchical decision procedurs.

4.2 STAfEMENT OF THE EXAMPLE PROCESS SYSTEM

Select competitive proecess structures to produce 265
kgmoles of Dbenzene per hour by thermal hydrodealkylation of
toluene (the information used in the problem statement has been
taken from the AIChE 1967 Student Contest Froblem). The benzene
purity has to be 99.99 %. The reactions of interest are: |

2 CH3(CBH6) + H2 ---> C6HB +CH4 (4.1

2 CBHA <--=>» (CBHB)2 + HZ ~ (4.2}
Reaction (4.1} can be considered irreversible. KReaction

(4.2) is an equilibrium secondary reaction that transforms
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benzene to diphenyl. A general flowsheet for the production of
benzene is shown in Figure 4.1. Additional information about

the problem formulation 1s presented in Appendix A.

4.3 DEVELOPMENT OF THE PROPOSED HEURISTIC-EVOLUTIONARY
PROCEDURE
4.3.1 GSELECTION OF THE "REFERENCE STRUCTURE"

V)
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Figure 4.2 presents 5 alternative proces:
the given problem. These alternatives are diven as part of the
problem; they are not denerated by the proposed procesdure.
‘Figure 4.2 describes the proposed alternatives only in terms of
material operators (i.e., reactors, sseparabtors, wmixers and
splitters), satisfying Step l.a of the heuristic. Following Step
1.b of the heuristic procedure, it is necessary to group the
available process structures by the material equivalence
concept, A brief analysis of the structures is presented.

The five proqess'structures all have a reactor and a phase
separator (Fl). These units perform the same tasks in all the
structures. Moreover, alternatives 4.2.a, 4.2.b and 4.2.c show
splitter S1 +that performs the same task in the three struc-
tures. The only diffefence between structures 4.2.a and 4.2.b
is the number of distillation units; nevertheless, the distil-
latlon train of these two alternatives have common doals:
namely, the ellimination of wvolatiles (stream FUEL), and the
recuperation of benzene and diphenyl. The non—feacted toluene
igs recirculated. In conclusion, alternatives 4.2.a and 4.2.Db

are "material equivalent”.
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FIGURE 54.2: AVAILABLZ ALTFRMATIVE PROCESS STRUCTURES FOR
BENZENE FROCESS
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Alternative 4.2.c differs with respect to 4.2.a and 4.2.0b

because the diphenyl is being recirculated. Alternatives 4.2.¢
and 4.2.d have equivalence in the distillation train, but the
gas loop 1is different, since no hydrogen is purded in alterna-
tive 4.2.d. Alternatives 4.2.4d and 4.2.¢e have the same goals in
the gas loop, but they differ in the goals of the ligquid loop.

In summary, 4 groups of material equivalent process
structures are defined:;

Group 1l: process structures 4.2.a aﬁd 4.2.b.

Group 2: process structure 4.2, ¢,

Group 3: process structure 4.2.4d.

Group 4: process structure 4.2.e,

Following Step l.c of the heuristic, it is now necessary to
select one process structure for each group of material equiva-
lent process structures. In group 1 the selected alternative is
structure 4.2.a, since the second distillation column of
structure 4.2.b, in the context of this work 1is not a simple
unit (this column has a sidedraw). Therefore, the set of
material non-equivalent process structures is:

Alternative 1: process struchturs 4.2.a

Alternative 2: process structure 4.2.c¢

Alternative 3: process structure 4.2.d

Alternative 4: process structure 4.2.e

To perfcrm Step 1.d of the heuristic is necessary to rank
the four alternatives listed according to the c¢riteria of

simplicity of operational units, degree of interaction between

the units and degree of development of the topology.
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Alternatives 4.2.¢ and 4.2.d recirculate the diphenyl,

therefore their degree of development is not as good as that
shown by alternatives 4.2.a and 4.2.e. Alternatives 4.2.a and
4.2.e fulfill all the above requirements. Alternative 4.2.e has
a higher wvalue for the maximum NVP, since it does not purge
hydrogen. Therefore, the process structures are ranked in the
following way:

Alternative 1: proéess structure 4.2.e

Alternative 2. process structure 4.2.a

Alternative 3: process structure 4.2.d

foN

Alternative process shructure 4.2.c

At ©Step 1l.e of the proposed heuristic the reference
structure 1s selected. In spite of the ranking stated, we select
alternative 4.2.a as the reference structure, for the following
particular reasons: (1) the phase separator Sl shown in alterna-
tives 4.2.d and 4.2.¢ can be a refriderated flash drum or a
membrane separator. Membrane separation 1s a relatively new
technology, and no references are available as to the size and
cost of these units, The energy cost assoclated with the
separation of hydrogen from methane in a refrigerated flash drum
might be extremely high, making these alternatives not attrac-
tive. But, the main reason for us to select alternative 4.2.a
is that it has been studied by others (Douglas, 1985], and
therefore there 1is the chance to compare procedures and re-—

sults. Consequently the selected reference structure is 4.2.a.

Alternatives 4.2.e, 4.2.¢c and 4.2.d are ranked next.
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4.3.2 DETERMINATION OF BOUNDS AND CONSTRAINTS INHERENT TO THE

PROBLEM
The following can be identified as bounds inherent to the
problem.

Conditions for the operation of the reactor:

1) At the reactor inlet the ,mole ratio of hydrogen with
respert to aromatics has to be 5:1.
2) Pressure = 3, 450 kPé.
3) Temperature: greater than 885 K, and less than 980 K.

Heat exchangers conditions:

4} Maximum temperature : 8385 K.

Specifications for the distillation columns:

5) Stabilizer column (Cl): distillate to bottons mole ratio
for methane is 50,000; and for benzene is 0.005.
8) The +toluene losses have to be less than 1% of the nst
toluene feed.
7y Liquid recycle stream: maximum allowable Dbenzene content
is 4 mole percent. Diphenyl content has to be less than 25 mole
percent of net diphenyl produced.
8) Distillation reboilers: kettle type rebollers are used
with a maximum heat flux of 12,000 BTU/hr/sq.ft.
Fired-heater:

9) Overall heat transfer coefficient is 16,000 BTU/hr/sq. ft.

10} Pressure drop: 70 psi.
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4.3.3 IDENTIFICATION OF "CORE VARIABLES" AND "CORE OPERATORS"

This step reaquires the formulation of the material balance
equations in terms of the minimum number of independent varia-

bles. The material balance equations of interest are the

following:
S = 1.0 - 0.0036/(1 ~ X)%%1.544 (4.3)
FTol = BZ(S (4.4)
Di = Bz(l - 5)/28 (4.5)
Hyd = Bz [l - (1-yH2)(1-S)/21/[0.95-yH2] - (4.6)
Purg = Hyd + Bz [(1 - $)/25] (4.7)
Rgas = [(5 Bz/SX) - 0.95 Hyd]/yH2 (4.8)
Tol = Ftol/X . ' (4.9)

where: 8 represents the selectivity, X the conversion and yHZ2
the concentration of hydrogen in the gas recycle stream; Bz,
FTol, Hyd, Di, Tol, Purg and Rgas stand for the molar flow rabe
of the Dbenzene produced, the fresh toluene feed, the hydrogen
feed, the diphenyl produced, the toluene at the reactor inlet,
the gas purge and the recycled gas, respectivelyi The deriva-
tion of the material balance equations is shown in Appendix B.
The conversion determines the amount of toluene and
hydrogen consumed, and the amount of benzene and methane
produced. Since in this problem the selectivity 1s defined as
a function of tbe conversion, then the conversion will also
letermine the rate of diphenyl produced and the net production
of benzene. Therefore, the conversion is considered to be an
independent variable in the material balance equations. As can

be seen 1in Figure 4.1 the amount of gas recycled depends on fthe
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amount of material purged, and, of course, it also depends on
the production rates of the reactor (which are a function of
conversion).

By contrast, the rate of.the purge stream is set to achieve
a desired hydrogen concentration in the recycle gas. The whole
purpose of the purge is to avoid the build up of methane in the
recycle gas.  Consequently, the conversion in the reéctor (XD
and the hydroden conoenﬁration in the recycle gas (yH2) are the
only two independent variables in the material balance equa-
tions. Therefore, the “core variables” for the reference
structure are (1) the conversion (X)), and (2) the hydroéen
concentration in the gas recycle stream (yH2), since these are
the only two independent variables in the material balance
equations.

Consequently, the "core operators” (operators to which the
core variables are primarily related) are: (1) the reactor, and

(2) the splitter (81).

4.3.4 BOUNDS SET FOR THE CORE VARIABLES BY THE NET VALUE OF
PRODUCTS

To compute the net value of products (NVP) as a function of

the core variables (X and yH2), use the material balance equa-
tions (4.3 through 4.7). To each input or output stream assign
the corresponding value. The prices for benzene, toluene

diphenyl, hydrogen and the purge stream are presented in Section
4.3.8. The results for the NVP as a function of X and yHZ2 are

presented in Table D.1 (Appendix D).
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Figure 4.3.a shows the correlation of NVP with respect to
the conversion (X) and the hydrogen concentration (yH2) in the

gas recycle stream. It can be seen that at a conversion higher

9]

than ©0.75, for any value of yH2, the NVP sharply decreases.
This value constitutes aﬁ “upper bound" for the conversion.

Figure 4.3.b shows the correlation of the NVP with respect
to yH2. It can be seen that the NVP decreases as yH2 increases.
At a value of yH2 équal to 0.8 the NVP Dbecomes negative.
Therefore, for this process structure, yH2 equal to 0.8 is an
“upper bound" for this variable.

Figure 4.3.a and Figure 4.3.Db alsb show that for conver-
sions less than 0.4, the NVP is not significantly affected (NVP
decreases only 0.85 % in the conversion range of 0.1 to 0.4).
Thersfore, 0.4 may be tentatively considered the lower bound for
the conversion.

On the other hand, the value of yHZ2 strongly influences

the NVP wvalue. However, the lowest possible value for'yHZ is

]

0.4, since this is a bound given in the problem statement. It
is important to note, that the pattern followed by the NVP as a
function of conversion, corresponds to the relationship between
selectivity and conversion presented in Figure 4. 4.

In conclusion, the lower and upper bounds for the conver-
sion (X) are 0.40 and 0.75, respectively. The hydrogen concen-—
tration in the recycle gas has 0.40 and 0.80 as lower and upper

bounds.
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4.3.5 DETERMINATION OF THE MAXIMUM NVP

As shown in Figure 4.3.bh, the maximum NVYP is achieved at
the lowest possible value for yHZ2, that 1is, 0.4, and at a
conversion of 0.1. The maximum NVP for the reference structure

is then: $ 10.4 million per year.

4.3.6 DEVELOPMENT OF A SIMULATION MODEL FOR THE REFERENCE

STRUCTURE ‘

The following information is required to develop the
simulation model:

- prices of products, by-products and raw materials,

- prices of utilities, power and fuel,

- cost models for each of the main equipment items, and

- operatioﬁal conditions for e=sach of the major units.

The material and energy balances and the sizing of the
distillation columns and some other equipment items have been
done using the PROCESS simulator [Simulation Sciences, 1983].
Economic models for the operational units and profit calculation
functions have been iﬁcorporated in the input file to the
PROCESS simulator. A sample of that input file is presented

in Appendix C.
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To provide good initial stream estimates during the case
studies performed with PROCESS, the material balance equations
presented in Section 4.3.3 have been applied. The prices of
chemicals assumed for the modelling of this problem are the

following: [Chemical Marketing Reporter: January 8 and March 17,

19861
CHEMICAL UNIT VALUE
Toluene  $/m3 174.37
Benzene $/m3 282.69.
Diphenyl $/m3 86.05
Hydrogen $/std. m3 0.0857
Fuel $/MM BTU 1.65

The price of hydrogen is evaluated at standard conditions,
i.e., 101 kPa and 273 K. The gas effluents from the process are
priced by their net heating value, because they can be used as
fuels, Thé heating value for the gas effluent chandes with the
composition of +the stream. The prices given are valid for
January 1986. The details for their determination are shown in
Appendix E.

The price of services are listed below [Monthly Energy
Review, Energy Information Administration, December 1985]. For

more details see Appendix F.

SERVICE UONIT : VALUE
Residual Fuel 01l $/GJ 3.856
Electricity 3/kWh 0.0877
Cooling Water $/m3 0.05b49
Refrigerant $/kJ - 2.327E-5
Process Steam $/kg - 0.01329

The flow diagram corresponding to the simulation for the

reference structure,

rerformed by PROCESS, is shown in Figure
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4.5, This diagram is very similar +o the one shown in Figure

The cost models for the main equipment items are presented
in Appendix G. The operational conditions for +the major
equipment items were set as follows: (1) the reactor inlet
temperature and pressure were diven in the problem statement,
(2) the furnace heat transfer rate and pressure drop was also
given in the problem étatement, (3) the flash drum temperature
was set at 311 K, aécording to the heuristic proposed by Douglas
[1985], (4) the pressure of the distillation columns was fixed
following the procedure proposed by Henley and Seider [1981,
p. 4321, and (5) the reflux ratios for the columns were set

initially at 1.2 times the minimum reflux ratio [Douglas, 1985].

4.3.7 PARAMETRIC STUDIES USING THE SIMULATION MCDEL

In this section the results obtained from the simulation of
the reference structure are presented and discussed.

As stated in Step 7.a of the proposed heuristic, initially
a few case studies were performed *o broadly describe the
behavior of the targets (NVP, EC, CC and profit), while changing
the wvalues of the core variables. Taking into account the
bounds for the core variables (X: from 0.4 to 0.75; yH2:-
from 0.4 to 0.8, determined 1in 3Step 4), the following case

studies were performed: X=0.75, yH2=0.4; X=0.75, yHZ=0.8; and,
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X=0.4, yH2=0.4, The results are shown in Figure 4.8, and will

be discussed in the next section. With this first insight about
the behavior of the system, further parametric studies were
rerformed: the value of yH2 was kept constant at 0.4 while

changing the conversion values.

4.3.7.1 INFLUENCE OF THE "CORE VARIABLES" ON THE ECONOMIC
TARGETS ‘

Evaluation _of conversion (X): Figure 4;6.a shows the

relationship between "X" and each of the economic targets. The
net value of products (NYP) decreases when "X" increases.
However, the influence of "X" in the NVP may be considered not
significant (this was also observed in Figure 4.3), since the
variation of NVP while changing X from 0.4 to 0.75 is only 8.4
%. The capital cost decreases as "X" increases, but the
contribution of changes in "X" to the reduction of this cost is
minimal. The energy cost appears to be highly sensitive to
changes in "X". For every 10 percent increment in "X", the
energy cost is reduced approximately 20 % within the range
defined by the bounds stated in Section 4.3.4 (X=0.4 to 0.75).
Figure 4.68.e2 shows the relationship between "X" , “yH2"
and the parameter "level 4a" proposed by Douglas [1985]. The
"level 4a"” has been defined by Douglas as the NVP minus the cost
of the reactor and minus the capital and Jperating costs for the

compressor, in order to evaluate the effect of the main varia-
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bles on the 4gas recycle loop. With this definition, the

parameter "Level d4a" follows a pattern parallel to the NVP,
since the cost of the reactor and of the compressor are minimal
with respect to the total cost of the plant. To better evaluate
the effect of the gas recycle loop costs, from the level 4a
should be substracted the capital and energy cost of the heater
H1 (Figure 4‘1)3 which is respronsible for the heating of the gas
stream fed to the reactor.

EBvaluation of the hydrogen concentration in_the recycle

stream (yH2): Figure 4.8.b presents the influence of

“yH2" on the economic targets. Figure 4.6.b indicates the
strong negative effect of chandges in "yH2" on the NYP., Al-
though clear bounds cannot be defined, it can be seen that for
values of "yH2" between 0.4 to 0.8, the negative effect is less
severe than in the range of 0.6 to 0.8. This is a very impor-
tant aspect to consider,’ sinece the NYP actually represents
the profit margin of the process.

Incrementing the value of "yH2" causes a reduction in the
enérgy cost. However, this effect is not as significant as the
one caused by increasing "X" (see Figure 4.868.c). It is
important to check if the negative effect of “"yHZ2" in the NVP
may bhe compensated by the positive effect of "yH2" in the cost
of energy. The result is that for values of "yH2" greater than
0.6, the energy savings are not significant enough to compsnsate
for the sharp reduction in the NVP. Therefore, the prdfit also

experiences a sharp reduction.
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FIGURE 4,6,B : INFLUENCE OF THE HYDROGEN CONCENTRATION
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The value of "yH2" at which the highest profit is obtained
is 0.4. From this analysis, a lower and Upper bound for the
variable "yH2" have been indirectly determined. They are 0.4
and 0.6, respectively. Figure 4.68.b also shows that the capital
cost decreases when "yH2" is increased, but this effect is not
significant (see Figure 4.6.4d).

The above analysis leads ﬁo the following conclusions:

(1) The core variable "yH2" determines, almost totally, the
NVP. (2) The core variable “X", mainly determines the cost of
energy. (3) Energy costs are much more sensitive +o changes in
the core wvariables than capital costs. (4) The bounds for the
conversion (X), are fixed by the NVP with "X" greater than or
equal to 0.4, and less than or equal to 0.75. (5) The bounds
for "yH2" are fixed by the cost of energy in relation with the
NVP with "yH2" greater than or equal to 0.4, and less than or
equal to 0.8.

The above conclusions are important and Justify the

evaluation of the effect of the core variables on the economice

v}

targets (NVP, EC and CC), and not only on the profit.

From the information obtained via simulation of the
reference structure, each one of the major operational units can
now be evalivated in  accordance with Step 7.¢  of the proposed

heuristic procedure.
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4.3.7.2 EVALUATION OF THE REACTOR

(1) Operational bounds and constraints: Pressure= 3450

kPa, inlet temperature= 8985 K, maximum outlet temperature= 980 K
(adiabatic operation).

(2 Behavior in__the gsimulation: The reactor did not

present any problems while performing the simulation.

(3) Goal of the reactor: To produce benzene from to-

luene. This 1is a strietly necessary goal. The production of
diphenyl also occurs in the reactor. This is not a strictly
necessary goal. The production of diphenyl 1is increased
at higher temperatures [Dasgupta et al, 1986]. If the produc-
tion of diphenyl were desired, then another reactor operating at

higher temperature should be included.

(4) Operating conditions of the reactor with respect to

core__variables: Figure 4.7.a shows the

D

variations in th

relationship between "X", "yH2" and the reactor volume. It can
be seen that the volume of the reactor is significantly reduced
by inereasing the value of “"yH2". This fact can be explained
considering the reduction in the volumetric flow of inert gas
(CH4). Also, at a conversion of 0.5, the reactor volume is
minimum. The reactor cost 1is not an important factor in the
overall cost of the reference struachture, since the energy
constitutes by far the most important cost component.
Figure 4.7.b shows that the reactor outlet temperature

increases proportionally with "X" and "yH2". However, the
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FIGURE L,7: EVALUATION OF THE REACTOR OPERATION
WITH RESPECT TOQ THE CORE VARTIABLIES
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increment of "yH2" drives the operation of the reactor close Lo
the maximum allowed temperature. For yH2=0.8 and X=0.75 the
reactor reaches the upper ocutlet temperature bound of 980 K.

Figure 4.7.c correlates the enthalpy change in the reactor
(enthalpy in the outlet stream minus enthalpy in the inlet
streams) as a function Ef "X" and "yHZ2". BSince the reaction in
this case 1s exothermic, it provides heat to the‘system. .Asva
result, between the given temperature bounds it is convenient to
obtain high enthalpy changes to favor the heat integration
procedure. Apparently, there 1s not a smooth correlation
between "X" and chandes in enthalpy, with the enthalpy change
almost constant. On the other hand, by increasing the values of
"yH2" the changes of enthalpy decrease.

The analysis of the last two figures leads to the follow-
ing conclusions: (1) The reactor cost, determihed by the dedree
of conversion, does not constitute a significant component of
the tdtal cost because the cost of energy is by far predomi-
nant. In fact, the reactor cost constitutes 10.2 ¥ of the
capital cost (for the case study where X=0.75 and yH2=0.4 in
which the profit is higher). If the values of capital and
energy cost are added, then the reactor cost constitutes only
1.7 %, for the same case study. However, in a heat integrated
structure, cost of equipment may become more important. (2) The
effects of "yH2" on the temperature of the reactor and on the

changde of enthalpy confirm previous conclusions +that concentra-



tions higher than yH2=0.8 are not desirable in the process. How-
ever, the reactor cost (which is proportional the the reactor
volume) is favored by increasing yHZ2.

Since the reactor does not require utility consumphion,
because it operates adiabatically, it follows that the energy
cost target is not affected by its operation for a non-heat
integrated - process structure. However, the reactor operation
at high values of yHé (below 0.8) will favor the capital and
energy cost targets'for a heat integrated process structure. On
the other hand, increasing the conversion, within the given
bounds, favors the efficient operation of the reactor in terms

of yield.

4.3.7.3 EVALUATION OF THE DISTILLATION TRAIN
In the 1liquid loop of the reference structure, three

distillation columns [(Cl), (C2) and (C3})] constitute the main
operational units. Column Cl1 1is a stabilizer column that
eliminates +the non-condensable gases from the liquid loop.
Column C2 recovers the benzene product and column C3 separ-
ates diphenyl from the recycled toluene. These columns will
be evaluated simultaneously.

| (1) Operational _bounds. In distillation it is desirable
that cooling in the condenser be dohe using water (available at
about 300 K), and the heatingd in the reboiler be performed
using steam (maximum recommended temperature is 500 K). To
satisfy these conditions, the pressures in the distillation

columns have been set in the simulation model at 1100 kPa (C1l),
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and at 170 kPa (C2). The pressure of column €3 is set also at
170 kPa, but the reboiler temperature is 550 K. To obtain a
bottoms temperature lower than 500 K in column €3 requires
vacuum operation which is expensive. A heat integrated struc?
ture will avoid the need of introducing a hot process fluid for

the reboiler of C3.

(2) Behavior in the simulation. Simulations of the
example problem show tﬁat the stabilizer distillation eolumn
(Cl), has a narrow range of stability for the gi?en specifica-
tions. BShort-cut methods using the Fenske-Underwood-Gilliland
correlations failed to converge due to failure of the bubble
point relations at the top part of the column. It was necessary
to simulat¢ Cl using the rigorous "sure" method available in
PROCESS [SimSci, 1983]. For the specifications assigned to this
column (distillate +to bottoms mole ratio for methane is 50, 000
and for benzene is 0.005), the computations converged (for a
wide rangde of feed compositions) only for 15 trays and at an
input temperature of 410 K.

The distillation column for +the separation of diphenyl
(C3), was difficult to simulate with the Fenske-Underwood-Gilli-
land method (failure in_ the Underwood calculations). This was
probably due to the fact that toluene and diphenyl do not define
a sharp split, [SimSeci,; 19837. To overcome this problem, while

satisfying the constraints inherent to the reference structure

v]

(see Section 4.3.2), the following specifications have been

used: the mole fraction of diphenyl in the distillate is 0.0005,
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and the mole fraction of toluene in the bottoms 1s (.01, for an
operating pressure of 170 kPa.

(3) Analysis of gZoals. Column €l performs a strictly

necessary ¢goal which 1is to eliminate the non-condensable
vapors. Column C2 also performs a strictly necessary Lask, Lo
reoupérate benzene as the main product. The goal of column C3
(recuperation of dipheﬁyl) is not strictly necessary, since the
diphenyl can be recirculated.

(4) Lumping of units. Since columns C2 and C3 operate at

the same pressure (170 kPa) they can be transformed into a
single column with a sidedraw. This possibility 1s also
Justified by the fact that C3 is a relatively small column (due
to the small amount of diphenyl produced). Column Cl operates at
much higher pressure (1100 kPa), therefore it is difficult to
lump it to CZ2.

(5) Sensitivity of each of the columns to changes in

the core variables. Figures 4.8.a and 4.8.b show the influence

of the "core wvariables” 1in the flow rates of the columns.
Conversion determines the flow rates of the columns, especially
of column C3 (separation of diphenyl from toluene). "yH2" has
no influence on the columns at all.

Figure 4.8.¢c presents the contribution of each one of the
distillation columns to the energy cost. Column €3 for values
close to the lower bound of "X" (X=0.4), contributes more than
25 % of the *total energy cost. In the region near the upper

bound of "X (X=0.75), the contribution of €3 to the total
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FIGURE L4,8: EVALUATION OF THE DISTILIATION COLUMNS
WITH RESPECT TO THE CORE VARTIABIES
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energy cos is still significant (approximately 18%). The
least expensive column in terms of energy costs is column CI.

Figure 4.8.d shows the contribution of each column Lo the
capital cost. C2 1is the most expensive one, comprising approxi-
mately 9 % of the total capital cost at the upper bound of "X".
Columns Cl and C3, represent 1.8 % and 2.8 % of +the total
capital cost _at the upper bound of X (X=0.75), respectively.
The low capital cost contribution by the distillation columns is
due to the high cost of the furnace units Hl and H2 (refer to
Figure 4.5). Faor a heat integrated structure, however, the
capital cost of the distillation columns is more important.

From the above analysis, the following conclusions can be
stated: (1) The liquid 1loop 1is mainly defined by the core
variable "X". (2) Column Cl does not constitute an important
unit in terms of energy consumption or capital cost. {3)
Column C2 1is the most expensive piece of equipment, with an
operation cost of approximately 13 % of the tohal energy cost.
(4) Column C3 is the wunit with the highest sensitivity to
changes in ”X”; representing an average of 22 % of - the total
energy cost in the region near the upper bound of "X". In
addition, it is important to recall that the reboiler tempera-
ture for C3 is aproximately 550 K. For a non heat integrated

structure C3 would require the use of a hot oil system.

4.3.7.4 EVALUATION OF THE RELATIVE IMPORTANCE OF OTHER UNITS
The units that conform the gas loop, i.e., splitter,

compressor and furnace H1l, are highly dependent on the flow rate
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of the gas recycle stream, which, in turn, ig determined by
"yH2". It 1is important to mention that the goal of splitter S1
is not stricly necessary, since the build up of methane can be
avoided by using a separator instead of a purge.

The performance of the compressor depends on the struchure
of the gas loop. For example, if a separator is used instead of
the splitter. Sl, then the compressor will be located after the

separator, and the amount of gas compressed will depend on the

operation of the separation unit.

4.3.8 MINIMUM UTILITY REQUIREMENTS FOR THE REFERENCE STRUCTURE
Following the procedure proposed by Linhoff and Flower
[1978], the minimum utility requirements have been determined
for the reference structures. The minimum cold utility is equal
to 7790 MJ/h. The minimum hot wutility 1is equal to 16261.
The pinch point temperature is 405 K. Refer to Appendix H for

details in the computation procedure.

4.3.9 MODIFICATION OF THE TOPOLOGY OF THE REFERENCE STRUCTURE
Through the parametric analysis it has been observed that:
(1) A high concentration of hydrogen in the gas recycle
stream reduces the cost of enerdy and equipment in the gas
recycle loop. However, to obtain a high econcentration of
hydrogen with the given process structure it is necessary to
inaerease the amount of material purged, leading to very low

values of the NVP. Therefore, a very competitive process

structure would be one that can keep the hydrogen concentration
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at a relatively high value, without purging a significant
amount of valuable material. Consequently, a topological
modification in the gas recycle loop of the "reference struc-

"

ture” igs desirable. Candidate alternatives are the ones shown
in Figure 4.2.d and 4.2.e.

(2) The distillation column C3 has a not strictly necessary
goal. C3 is highly sensitive to changes in conversion, and it
represents approximately 22 % of the total energy cost for
values of conversion close +to the - upper bound (X=0.75}.
Besides, +the simulation shows that the reboiler of column C3
operates at a temperature greater than 550 K, which will require
the use of a thermal fluid or a furnace for a non-heat inte-
grated process structure.

In addition, the separation of diphenyl in this process
system 1is not strictly necessary because it is formed by a
reversible reaction. The complete recycling of diphenyl
to the reactor will not damage the performance of the system.
Moreover, tThe difficulty of simulating this wunit and 1its high
sensitivity to conversion changes might indicate unstable
operation of C3. The above considerations, which are valid also
if C3 is lumped to C2, strengly suggest the elimination of the
column C3 from the system.

The +topological modification to be introduced 1is the
elimination of column C3. The conclusions from the parametric

analysis reduce the initial "~ set of alternative process struc-

tures to Just two, which are represented by Figure 4.2.c and

N

. 2.

Q.
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A diagram of the "modified" process structure 1s presented
in Figure 4.9.a. Note also that only one furnace has been
considered in this structure, reducing in this way the instal-
lation ecost for this unit. Simulation of the new process
structure reveals that a reduction of 12.5 % in energy cost has
been achieved (with no heat intedration) with respect to the
reference struqture. The reduction in the capital cost 1is only

1.2 % since the complete recirculation of dirhenyl leads to an

v}

increase in'the size of other units.

In order to achieve convergence in the simulaticn of the
modified process structure, the model for the reactor RZ has
been modified from a conversion model +to an equilibrium one
[SimBei, 1983]. The sxpression used for the equilibrium constant
(1ln K=—l.73403é + 1.516.26/T) is a simplified version of the one
presented by Dasgupta and Malti [188867.

Simulation results show that potential parametric improve-
ments can be obtained by relaxing some constraints stated in the
problem formulation. For example, a slight reduction in the
hydrogen/aromatics ratio at the reactor inlet (from 4.82 to
4.20) for the modified non~-heat integrated process structure
(Figure 4.9.2a) significantly improves the process performance.
The results for the economic targets, in millions of dollars per

vear, are:
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H2/aromatics NVP EC CC Profit
4,20 10.258 7.078 1.812 1.570
4.92 9.718 7.261 1.872 0.785

(The core variables were set at: X=0.75, yH2=0.4)

Observe~th§t all the economic targets (NVP,EC and CC) are
favored by the reduction in the hydrogen to aromabtics ratio.
This is due to the corresponding reduction in the'fiow rate of
the gas recycle stream.

If the constraint that heat exchanders cannot operate at
temperatures above 895 K is relaxed,  then the recirculation of
the liquid stream P80 (see Figure 4.9.a) to quench the reactor
outlet stream might be eliminated, providing an important source

of heat for the heat intedration procedure.

4.3.10 EVALUATION OF ENERGY BENEFITS INTRODUCED BY TOPOLOGICAL
MODIFICATIONS

The results of the heat integration potential for the
modified process structure applying heat intedration [Linhoff
and Hindmarsh, 1983] show that the minimum cold utility require-
ment 1s equal to 9000 MJ/h and thé minimum hot utility is 6688
MJ/h (refer +to Appendix G for  details). This implies an
increment of the minimum cold wutility, with respect to the
reference structure, of 15.5 %; and a reduction of the minimum

hot wubility equivalent to 41.1 %. Therefore, the potential

savings in the hot utility justify the topological modifications



FIGURE L,93B : HEAT INTEGRATED PROCESS STRUCTURE
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performed. This result is in agreement with the enerdy savinds
reported for a non-heat integrated modified structure (refer to

Table 4.1).

4.3.11 HEAT INTEGRATION OF THE MODIFIED PROCES3S STRUCTURE
Applying the +*technique proposed by Linhoff and Hindmarsh
[1983], heat integration has been performed for the modified
process structures. The heat integrated modified struchure is
presented in Figure 4.9.b. The energy savings obtained with the
heat integrated structure are enormous. Also, important savings
in equipment cost are achieved due to +the reduction of the

furnace capacity. Results are presented in Table 4.1.

TABLE 4.1
COMPARISON OF TARGETS FOR PROCESS STRUOCTURES
Values for core variables: X = 0.75, yH2 = 0.4

Results are given in millions of US Dollars per year

STRUCTURE NVP cC EC PROFIT
Reference 8.995 1.692 8.291 ~0.989
Modified 9.718 1.872 7.261 0.785
Heat int. modified 9.718 1.118 1.823 6.777

The results show the advantage of eliminating column
(3. The economic advantage of lumping furnaces Hl and HZ inco
one unit (HTR). has not been computed by the simulation model
because of the simplicity of the furnace economic model (which

is formulated only as a function of duty).
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4.4 CONCLUSIONS OF THE APPLICATION OF THE PROPOSED HEURISTIC

PROCEDURE

The following conclusions can be stated from the applica-
tion of the proposed heuristic-evolutionary procedure to the
hydrodealkylation of toluene to produce benzene (exauple
problem): |

1) The proposéd procedure is consistent and in fact leads
to the selection of competitive alternative process structures
for a given process system.

2y The results of the example problem illustrate the
validity of assumption (1), Section 3.4, which states that in
the initial design stage structural modifications have more
impact on the optimization function than do parametric modifica-
tions on the design variables. For example, tuning the values
of the reflux ratios for the distillation columas results in
cost savings of 2.3 %. On the other hand, the topological
modifications introduced (with no heat intedration) lead to
energy savings of 12.5 %.

3} The parametric evaluation of the "reference structure”,
as proposed in Step 7 of the heuristic method, has provided
important criteria to perform topological modifications on that
structure approaching the maximal profit (objective function).
In this way, assumption (2), Section 3.4, has been validated for

the example problem.
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4} The procedure leadé to the reduction of the search
space. In the example problem, the following bounds have been
identified for the core variables: X=0.4 to 0.75, and yH2=0.4 to
0.8. The upper bound of yHZ is valid for any process structure,
because its violation will cause coking in +the reactor.
For the modified structure shown in Figure 4.9.a and 4.9.b the
upper bound of'O.S for yH2 is recommended.

5) The evaluation of targets in the proposed procedure
(i.e., NVP, CC and EC) has proven to be useful to guide the
decisions for structural modifications. This 1is because: (1)
the relative importance of these targets suggests what type of
structural changes are desirable, and (2) the sensitivity of the .
major operational wunits, while modifying the core variables
with respect to these targets, indicates which units may favor
the desired changes.

The application of the proposed heuristic procedure to
the example problem shows that the energy cost is more important
than the capital cost (8.29 compared to 1.69 million dollars per
vear, respectively). Therefore, the desired structural modifi-
cations must reduce the energy cost. In fact, the elimination
of the distillation column C3 satisfies this objective.

6) The procedure provides criteria to evaluate new process
alternatives. The parametric analysis performed as part
of the heuristic shows the relative importance of each of the
major units in the system. This analysis also reveals the
sensitivity of the major units with respect to variations in the

core variables, These results are not only valid for the
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"reference structure”, but for other process structures that

have similar operational units. For example, the conclusions
about the reactor and the distillation train are valid for any
process alternative.

7)Y The application of the proposed heuristic method shows
that the evaluation of structural alternatives, and their
improvement by introducing topological modifications, does not
require finding dptimum.values for the design variables of the
operational units.

8} The parametric analysis of the core variables (Step 7 of
the proposed heuristic) alseo helps to "tune up" the values of
the core variables, improving the initial estimates.

8) The hierarchical procedure proposed by Douglas [1985] to
formulate a base-case design, generates the reference structure
shown 1in Figure 4.1. Douglas’ method is mainly focused on
“tuning up" the core variables rather than improving the
topology of the process structure. Douglas and Woodcock [19857,
by means of "cost diagrams"” identify potential savings, for the
reference structure, by completely recirculating thé diphenyl
and by changing the structure of the gas ' loop. However, the
eshimation made by Douglas and Woodecock is based only on rough
cost evaluations. The parameter “Level 4a” defined by Douglas
[1985] in order to check the efficiency of the gas rscycle loop
(censtituted by the reactor R1/R2, the splitter $S1, the compres-
sor Bl and the furnace Hl) proved to be useful. But, Douglas’
definition for Level 4a did not consider the important effect of

furnace HI1, leading to inaccurate conclusions: the greater the
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value of the conversion, the less the amount of enerdy saved
(refer to Figure 4.8.e).

10) The results of the procedure also suggest the impor-
tance of modifying the gas recyecle loop, which shows that
alternative 4.2.d of Fidure 4.2 is an important candidate.

11) Simulation results show that potential parametric
improvements. can be obtained by relaxing some constraints stated
in the problem formulation. For example, a slight reduction in
the hydroden/aromatics ratio at the reactor inlet (from 4.92 to
4,20y for the modified non-heat integrated procsss structure
(Figure 4.9.a) improves the profit by 100 % (from ¢ 0.785 to &
1.571 million per year).

If the constraint that heat exchangers cannot operate at
temperatures above 895 K is relaxed, then the recirculation of
the liquid stream, P80, (see Figure 4.9.a) to quench the reactor
outlet stream might be eliminated, providing an important source

of heat for the heat integration procedure,
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CHAPTER FIVE
CONCLUSIONS

CONCLUSIONS REFERED TO THE LITERATURE REVIEW

i) The synthesis of 'entire processes 1s 1n a very early
stage of development. Whole process synthesis can be stated
formally as a multi-objective, mixed-integer, non-linear
programming problem, but most of the research done so far
reduces the-synthesis to a singlé—objective rroblem.

2) There have been several proposed procsedures to automati-
cally generate structural alternatives. Most of them screen the
structural alternatives based on heuristic rules, but these
rules have not been sufficiently proved +o hbe used with confi-
dence. Therefore, a major problem in process synthesis is to
find appropriate methods to screen among a set _of structural
alternatives and reduce the number of alternatives to select
only the most promising ones.

3) Most of the authors agree that the deneration of
structural alternatives can he .treated as an evolutionary
procedure, oriented by heuristics, in which a hierarchy of
decisions 1is solved. A serious problem 1s to detect when
a decision at a certain level In the evolutionary procedure is
going to negatively affect decisions at a later stage.

4) Once a set of struchural alternatives has been identi-

fied, the analysis of processes is suggested as the tool that
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can lead to a better understanding of +the phenomena involved

and, hopefully, to validate heuristics for the evaluation of

these alternatives. This expectation is motivated by the

%]

ot

suecess of the thermodynamic analysis in heat integration and
distillation sequencing.

5) In addition to the optimization with respect to an
anonomic objective funetion, other objectives such as operabi-
lity, reliability, or controllability should be incorporated
in order to end up with a "workable" system. Howe?er, there is
no agreement on how to implement the multi-objective formula-
Lion.

8y Two basic elements of process synthesis applied to
entire processes have nob been treated sufficiently in the
existing literature. They are:

The only representation available for the synthesis of
entire processes traditionally is the "flow diagram”. In the
author’s opinion, such a representation is not sufficient for
the ambitious task of synthetizing entire processes. For the
systematization of the enormous amount of information generated
in the synthesis procedurs, it is necesgsary to develop substi-
tute or complementary forms of representation.

The thermodynamic analysis has been used to set bounda-
ries that allow the identification of inefficient enerdy
process‘structures. However, other type of bounds should be
incorporated to the synthesis procedure, to reduce the searching

space of the structural alternatives, for example, the maximum

net value of products.
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CONCLUSIONS REFERED TO THE PROPOSED HEURISTIC-EVOLUTIONARY

PROCEDURE

7y A procedure has been proposed for the preliminary
selection of competitive process structures from an initial set
of process structures. This procedure 1is not 1intended to
generate process structures, bubt to evaluate them. The proposed
procedure uses heuristic rules organized in a hierarchical
fashion and allows méking decisions sequentlally. The deci-
sions taken during the procedure are reviewed in a later stage.

8) The screening procedure is conecelved as an optimization
problem. This optimization has a single objective: to maximize
the profit of the process structure. It is performed in terms
of the independent variables of the material balance equations.

- 9) The proposed heuristic procedure presents the following
characteristics: (a) classifies +the initial set of process
structures in terms of tThe goals of material operators and the
interaction among them (material operators are: reachors,
separators, mixers and splitters); (b) identifies bounds and
constraints in order to reduce the search space; (c) considers
three targets to guide the decisions, 1.e., the net value of
products, the energy cost and the capital cost; and (d) analyses
the effect 1in changes of the independent variables of the
material balance equations in a "reference structure” in order
to identify potential topological improvements.

The following oonélusions are stated based on the applica-

tion of the proposed heuristic evolubionary procedure bto an
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example problem, the hydrodealkylation of toluene to produce
benzene,

10) The application of the proposed procedure shows that 1t
is consistent and in fact leads to the selection of competitive
alternative process structures for a given process system.

11) The application of the propvosed procedure illustrates
the validity. of Assumption (1), Section 3.4, which states that
in the initial design étage structural modifications have more
impact on the optimization function than do parametric modifica-
tions on the design variables.

12) The parametric evaluation of the "reference structure”,
as proposed in Step 7 of the heuristic method, has provided
important criteria to perform topological modifications on that
structure approaching the maximal profit (objective funchtion).
In this way, Assumption (2), Section 3.4, has been validated for
the example problem.

"13) The procedure leads +to the reduction of the search
space. In the example problem, the following bhounds have been
identified for the core variables: X=0.4 to 0.75, and yH2=0.4 to
0.8. The upper bound of yHZ2 is valid for any process structurse,
because its violation will cause coking 1in the reactor.
For the modified structure shown in Figure 4.9.a2a and 4.9 b the
upper bound of 0.6 for yHZ2 is recommended.

14) The evaluation of  targets in the proposed procedure
'(i.e., NVP, CC and EC) has proven to be useful to guide the
decisions for structural modifications. This is because: (1)

the relative importance of these targets suggests what type of
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structural changes are desirable, and (2) the sensitivity of the
major operational units, while modifying the core variables
with respect to these tardets, indicates which units may favor
the desired changes.

The application of the proposed heuristic procedure to
the example problem shows that the energy cost is more important
than the capitql cost (8.29 compared to 1.69 million dollars per
year, respectively). Therefore, the desired structural modifi-
cations must reduce the energy cost. In fact, the elimination
of the distillation column C3 satisfies this objesctive.

15) The procedure provides criteria to evaluate new process
alternatives. The parametric analysis performed as part
of the heuristic shows the relative importance of each of the
major units in the system. This analysis also reveals the

sensitivity of the major units with respect to variations in the

core variables. These results are not only valid for the
"reference structure’, but for other process structures that
have similar operational units. For example, the conclusions

about the reactor and the distillation train are valid for any
process alternative.

16) The application of the proposed heuristic method shows
that the evaluation of structural alternatives, and their
improvement by introducing topological modifications, does not |
require finding optimum values for the design variables of the

operational units.
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17) The parametric analysis of the core variables (Step 7

of the proposed heuristic) also helps to "tune up” the values of
the core variables, improving the initial estimates.

18) The hierarchical procedure proposed by Douglas [1985]
to formulate a base-case design, ¢generates the reference
structure shown in Figure 4.1, Douglas’ method is mainly
focused on "tuning up” the core variables rather than improving
the topology of the prbcess structure. Douglas and Woodecock
[1985], by means of "cost diagrams”, identify potential savingé
for the reference structure by completely recirculating the
diphenyl and by changing the structure of the gas loop. However,
the estimation made by Douglas and Woodcock is based only on
rough cost evaluations. The parameter "“Level 4a" defined by
Douglas [1985] in order to check +the efficiency of the gas
recycle loop (constituted by the reactor R1/R2, the splitter 81,
the compressor El and the furnace Hl) does not consider the
important effect of furnace H1l, leading to inaccurate conclu-
sions (refer to Figure 4.6.e).

19) The results of the procedure also suggest the impor-
tance of wmodifying the gas recycle loop, which shows that
alternative 4.2.d of Figure 4.2 is an important candidate.

20) Simulation results show that potentlial parametric
improvements can be obtained by relaxing some constraints stated
in the problem formiilation. For example, a slight reduction in
the hydrogen/aromatics ratio at the reactor inlet (from 4.92 to

4.20) for the modified non-heat integrated process structure
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(Figure 4.9.a) improves the profit by 100 % (from $ 0.785 to $

1.571 million per year).

If the constraint that heat exchangers cannot operate at
temperatures above 895 K is relaxed, then the recirculation of
the liquid stream, P80, (see Figure 4.9.a) to quench the reactor
outlet stream might be eliminated, providing an important soufce

of heat for the heat intedration procedure.

RECOMMENDATIONS

1)y It is. necessary to apply the heuristic-evolutionary
procedure proposed in this thesis to the other example problems
in order to wvalidate and improve the procedure.

2) It is recommended to formulate a general methodology to
identify the independent variables of the material balance
equations, 1in particular{ for complex process structures.

3) It is recommended to formulate new forms of representa-
tion to systematically organize the information denerated along

the selection of alternative process structures.
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APPENDIX A

EXAMPLE PROBLEM:
HYDRODEALKYLATION OF TOLUENE TO PRODUCE BENZENE

This apprendix presents the statement of the example
problem: the hydrodealkylation of toluene to produce benzene.

The conversion (X) is defined as the fraction of toluene
moles that react to produce benzene. The selectivity (8) is
equal to the number of benzene moles produced for each mole of

toluene converted. Selectivity and conversion are related by
the following eguation:
S = 1.0 - 0.0036/(1 ~ X)*%*1.544 (4.3)

where the symbol "¥%x" means raised to the power

A

t the reactor 1inlet the mole ratio of hydroden with
respect ©
n

o aromatiecs is 5:1, where the aromatics are the sum of
the benzene, toluene and biphenyl present. The reactor operates
at a pressure of 3450 kPa. The inlet temperature to the reactor
must be greater than 895 K and the outlet temperature must be
less than 980 K to avoid coking. A tubular, adiabatic reactor
is recommended. A length to diameter ratio of B:1 is recommen-
ded for the reactor. The reactor requires 6 inches of internal
insulation to maintain the wall temperature of the shell at
755 K.

The reaction rate in +terms of toluene moles converted is
given by:

rTol = - k [Tol] [HZ21*%0.5 (4.4)
where the quantities inside the brackets represent the toluene
and hydrogen molar concentration, respectively. The rate

constant is:
k = 8.3E10 (gmole/lt)*%-. 5 (seckx-1) EXP[-52000cal /gmole/RT]

. (4.5)
where R is the universal gas constant and T 1is the absolute
temperature in K.

A preliminary flow diagram for the process is shown 1in
Figure 4.1, The reactor has two feed streams: the liquid stream
and the gas stream. The liquid stream contains mainly of
foluene and results from mixing the fresh toluene feed with the
liguid recycle. The gas stream is the fresh hydrogen, feed and
the gas recycled. The recycle gas contalns at least 40 %
hydrogen with the rest mainly methane.

The fresh toluene is available with a purity of 100 % at
293 K and a pressure of 101 kPa. The fresh hydrogen contains 895
mole % hydrogen and the rest is methane. This stream is avai-
lable at 311 K and 3790 kPa.

The reactor effluent has to be quenched to 895 K, at least,
before entering a heat exchanger. The reactor effluent 1s
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cooled down to aproximately 310 K in order to be fed to a flash
separator. The gas effluent from the flash is partially purged
to keep the hydrogen concentration to a defined wvalue and the
rest of it is recompressed and recirculated.

The liquid effluent from thes flash is distillated: first to
eliminate the non-condensable gases; second, +o separate the
benzene; and, finally to separate the diphenyl. The top product
from the last column is recirculated.

In the first column, the distillate to bottoms mole ratio
for methane 1is 50,000 and for benzene is 0.005. The toluene
losses have to be less than 1 % of the net toluene feed, In the
liquid recycle stream the maximum allowable contant of henzene
is 4.0 mole percent; the diphenyl content has to be less than 25
mole percent of net diphenyl make. )

The three distillation towers have valve~-type trays. They
will use kettle type reboilers with a maximum heat flux of
12,000 BTU/hr/sq. ft.

The overall heat transfer coefficient for the process
fired-heater is assumed as 18000 BTUO/hr/sq. £t The maximum
permissible radiant extraction from the hot flue gas can then be
50 % of the available fired heat. The pressure arop in this unit
can be assumed as 70 psi.

The compressor has an efficiency of 70 %. [AIChE, Student
Contest Problem (SCP), 1967]
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APPENDIX B

DERIVATION OF THE MATERIAL BALANCE EQUATIONS
OF THE REFERENCE STRUCTURE

~ This appendix presents the derivation of the material
balance equations of the reference structure corresponding to
the hydrodealkylation of toluene to produce benzense.

BASES OF THE DERIVATION
In the hydrodealkylation of toluene to produce benzene the
most important reactions are:
2 CBH5CH3 + HZ2 ---> 2 CBHB +.2 CH4 (B.13
2 (CBHS8 -—-—-> (CBH5)2 + H2 (B.2)
A constraint of the problem is that the ratio of hydrogen
Lo aromatics at the reachbor inlet should be 5:1. The toluene

feed is 100 % pure and the gas feed is composed of 95 % hydrogen
and b % methane.

NOMENCLATURE

Bz moles of benzene produced

Ftol moles of fresh toluene feed

Di moles of diphenyl produced

Rgas moles of gas recycled

Hyd moles of fresh gas feed

Tol moles of toluene at the reactor inlet
Purg moles of gas purgded from the system
X conversion

S selectivity



DERIVATION OF MATERIAL BALANCE EQUATIONS
By definition:

5 = Bz/Ftol or Ftol = Bz/S

The diphenyl produced is equal to the toluene not

to benzens:
Di = Ftol (1 - 8)/2
Replacing Equation (B.B? in the Equation (B.4):
Di = Bz (1-8)/28
Performing a toluene balance
Tol = Ftol + Tol (1 - X)
The above expression is simplified to:
Tol = Ftol/X
Condition at the reactor inlet
0.95 Hyd + yHZ2 Rgas = 5 Tol
Replacing Equation (B.3) into Equation (B.8)
Tol = Bz/BX
Replacing Equation (B.8) into Equation (B.7)
0.95 Hyd + vHZ Rgas = 5 Bz/BX
Solving Equation (B.9) for Rgas
Rgas = (5 Bz/SX - 0.95 Hyd}/yH2
Balance for methane
0.05 Hyd + Bz/8 = (1 - yH2) Purg
Balance for hydrogen
0.95 Hyd = Tol X - Di + yH2 Purg
Replacing Equations (B.8) and.(B.5) into Equatlion

0.95 Hyd = Bz/S (1 - (1 - 8)/2]1 + yHZ Purg

(B.

(B.

(B.

(B.

(B.

(B.

(B.

(B.

(B.12)

(B.

5)

53

7)

8

10}

13)

116



Solving simultaneously Equations (B.11) and (B.13)
Hyd = Bz/(0.95 - yHZ) [1- (1-yH2)(1-8)/2]
From egquation (B.13)

purg = Fgas + Bz (1 - S)/28

(B.14)

(B.15)

117
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APPENDIX C
INPUT FILE TO THE "PROCESS" SIMULATION
This appendix presents the input file +to +the PROCESS

simulator corresponding to the simulation of +the reference
structure,
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A OK KKK A K

5M
FROCESS INFUT LISTING ~ FAGE 1

TITLE FROJECT=RENZENEI, FROBLEM=CASE 4.1, USER=L , MIRANDA: DATE=O7~11~

£

19

24

SELBB BB LSS LSS EPEEBLEEFSESHSEESSLIHLSFESLBBESBLSTLSBEBELBESBEES

$ $
% THIES FPROGRAM CACULATES THE MATERIAL AND ENERGY RALANCES FOR %
$ THE THERMAL MHYDRODEALKYLATION OF TOLUENE TO PRODUCE RENZENE 4
& A GITE REACTION IS THE FOUILIBRIUM CONVERSION OF BENZENE TO $
£ DIFMENYL ., A PLUG FLOW REACTOR I3 ASSBUMELD $
£ +
$$$$$$$$$$$$$$$$§$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$%$

o . %
GEFTEEESEEESE5556H5F MAIN UVARIABLEST X=0.,4F YHZ=0,4 HEE56855654%%
% L

DIMENSION &8I
FPRINT INFUT=NONE
EXERGY TZERO=298.1%
TOLERANCE BUBRLERT=0.01y COMPONENT=0.01
CALCULATION NOTRIAL=2S
COMFONENT LATA
LIRID 1 HYDROGEN/Zy METHANE/ 3, RENZENE/ 4 TOLUENE/Sy BIFH
THERMODYNAMIC DATA
TYFE SYSTEM=SRKK, LIAU=RACKETTs VAPI=GRK
STREAM DATA
FPROF QTRM sHY T TEMP=311, FR 0””7909FHA sy, RATE=A80 , 7y COMP=95/%
FROP STRM=TOL, TEMP=293y FRES=101s PHASE=Ly RATE=R247 . 1y COMP=4, 100
FriROF STRM*GREC;TEMPw3287PRES”ﬁ??O;PHﬁSE=UuRATE=7205.89COMP%@O/&O
FROP STRM=LRECY TEMF=393, FRIES=350y FHASE=Ly RATE=400.7y COMP=4, 80/ 20
PROF STRM=F150s TEMF=89%, PRES=3790s FHASE=Vs RATE=74686 ., 8y COMP=45/35
FROF STRM=P80;TEMP=311sPRES"?430yPHASEﬂLyRATE=110r*
COMP=0,57/4,91/70,02/23.2/1.,
LUINTT OFBERATIONS
MIXER UID=M2, NAME=LTAMIXER
FEED TOL»LREC
FRODUCT L=F10
FUMP ULD=F1y NAME=FERDPUMP
FiEl P10
FRODUCT L=F20
(FER PREG=3930s EFF=70
HX UID=H2y NAME=FURNACE
COLD FEELN=F20,V=F30y IF=482
SPEC COLD TEMP=325
AEACTOR WID=R1, NAME=TURREACTI
FEED P30 R150
FRODUCT U=P38
CFERATION FHnaF‘Uakhb%—aébO;IENP”9709AU1HBHTJf'fMTJnE
CALCULATION CONVERSIONs REFPHASESY
STOIC 1r~1/7291/35 1/ 4~}
BAGE COMPONENT 4
CONVERSION 0.4:0:0
REACTOR UTD=RZy NAME=TURREACTZ
1 3y
FRODUCT V=P40

O TMAX=1200

ORERATION PHASE=V, FRES=34%50 TEMP=937 ADIARAT IO THIN= B350 THAX=1200



&M
FROCESS  INPUT LISTING - FAGE 2

CALCULATION CONVERSTOMNs REFFHABE=V
GTOIC 1sl/3s=20 /8y 1
EASE COMPONENT 3
CONVERGTON 0.00795050
MIXER UID=M3y NAME=QUENCH
FEET P40, P80
FRODUGCT M=£50
FX LT De=bX 10y NaME=COOLER
MOT FEED=FS0, M=f &0y IF=200
GRED HMOT TEMP=311
CONFTIGURATION U=42&y TRAEE=2
UTILITY WATERy TIN=300, TOUT=322
FLLASH UTD=F1ls NAME=FLASBH
FEED F&O '
FROD V=R1a0, L=F70
ATITA [F=150
SELITTER ULD=S1y NaME=FURGE
FEED F120
FRODUCT V=RURGs V=P 130
GREC STRM=PURG, RATE=481.7
COMPRESSOR UID=E1s NAME=COMPRESSOR
FEED FLZ0
FRODUCT V=GRES
ORFERATION POUT=3790, TOUT=328
MIXER UID=Mles NAME=GASHMIX
FEED GRECs HYD
FRODUCT VU=FL140
TEGHEC DP=10
MY UTD=HL NAME=GASHEATER
COLY FEEDN=F140yU=PL1EQ, IF=50
SREC COLD TEMP=899
SR TTTER UID=82: NaME=ROCOOL
FRED PTO
FROD L=F7% L=F&8
SEEC STRM=F7S5y RATE=120
FUMP U2 NAME=QUENCHPLUMP
FRED PTS :
FROTUCT L=FRO
OFERATION PRES=3450y BEFF=70
VALVE UTO=VAL Ly NAME=EXFANTER
FEED FER
FROT L=F89
OFER PRES=1120
M UTD=HXEy NOME=HEATSTAR
COLD FEED=FBY, M=F20
SEEC GO TEMP=a10
COLUMN E=3T AR
FARAMETER TRAY=15y SURE
FEED P08

o

COMT TYPE=1:
MEAT L2 e ~0.5/ 0 10
PRINT RKEYL=2Zy KEYH=3

120



INFUT LISTING -~ FAGE 3

121

3 EC STNM=FU! -LUMF 3;IRqPTION 0 014
CFEP STRM=ROS, COMP = FRACTION=0, 0000009
VT HEAT=1,2
TOLERANCE BURBLE=0,05 ENTHALFY=0,0l,» COMPONENT=0, 01
$ FPLOT FPROFILE, XCOMP=2/3, YCOMF=2,/3
HX LT U=CONLy NaME=STARCOND
UTTLITY WATERs TIN=283, TOUT=3208
ATTACHED COLUMN=CLy TY
CONFIGURATION U=S11s TRAS
HX UTL=RERL, NAHE=STARRKER
UTILITY STEAMY TS A["qu N
ATTACHED COLUMN=C1s TYFE=2

S UTD=VAL R NAME=TROP
F25
L=Rog
ROPRES=L170
SHORTCUT UTD=CZ, NAME=RENZENECOL
FEED=F?3
FROO ETRM=F110y FHASE=L, RATE=26Y
FROD STRM=F100s PHASE=L, FRESSURE=170
CONDENSER TYPE=4y TEMPERATURE=347
CAICUIATIDN MOLEL=1» TRIAL =28, KEYL =3 KEYMH=4y REMIN=1, 3
NOTRAYS
SREC QIRM F100, COMF= 3y FRACTION=0,0050
BREC STRM=F110s COMP=4s FRACTION (VI =0, 0003
HX LID=HX2y NaME=RENZCOOILLER
HOT FEED=FL1L10y L=BENZy HF=30
SHFED HOT TEMPERATURE=298
SHORTCUT UID=C3y NAME=TOL.COL.
FEEN=FL00
FROD STRM=LREC: PHASE=L» FRESSURE=130, RATE =3
FROD STRM=0LIFHs PHASE=Ly PRESSURE=190s RAHTE
CONDENSER TYFE=3
CALCULATION MODEL=L, TRIAL=20, REYL=d4, KEYH=5, REMIN=1 , 7
$ PRINT TRIAL
NOTRAYS=4
GFEC STRM=DIPH, COMP=4y FRACTION=0, 01,
SFEC 3TRM=LREC, COMP=5s FRACTION=0, 0001

"
BEBEESE B RS G LI SIS ILS S BESBBEEEFBEEEBELBSSSPLSFEIEHSSSLEBHE BEBELESE
ki £
& COMPUTATION OF BQUIFMENT CUST, ENFRGY COSTy, MaTERIALS casT &%
% AND PROFIT BY MEANS OF CALCULATOR FUNCTIONS H
i+ B
$$$$$$$$$$$$$$$$$$$$$%%$$$$$$$@$$$$$$$$n$$ﬁw$$$$$$$$B$$$$$$$$$$$$$
CALCULATOR UlD=RKal iy NaMBE=HYIRSET

P THIAR CALCULATOR nE MINES THE RATE OF THE

$ GTREAM “HYD' IN DROER TO SATISEY THE CONDTTION

BoHE/DTL=S11,

RETRIEVE PO STRM=GREC COMP=L maTE




&M
FROCESS INFUT LISTING -~ FaGE 4
£ INFUT LISTING F é Y 122
RETRIEVE P2y STRM=F3I0» COMF =3y 5 RATIE
$ COMPUTATION TO SATISFY THE EQUATION
$ HRAGRECY 0 FEIHYIN) =G (F30)
FROCEDURE
VL =5, 0P (2D
CIGD LIS B EN G
Vil ={1)/0,?5
£ STORE RESULT
ROLy=Y(1)
FETLIRN
CALCULATOR UWID=RKOL, NAME=FUMFE COST

THIS FUNCTION DETERMINEES -THE CaFITAL AND
$ OFERATING CORT FOR COMPRESBOR AND PUMFPS
RETRIEVE FOL) s UNIT=FL, WORK
RETRIEVE P20y UNIT=F2y WORK
RETRIEVE P{Z) s UNIT=EL, WORK

e B

FROCETILRE
$ COMPUTATION FOR PUMP PL
V(L) =F {13 /60,03
V(2= {1 R0, 3
V() =Y k218%,0 $C0OST PI
V3= 1) X31508 ., 06FOWER F1
$ COMPUTATION FOR PUMF P2
V(4r=F{2)/1.55
V(G =U{4) kR0, 3
WG =U{EIX421 .0 HFOOET P2
Vi&)=V{4)kE17,0 FFOWER P2
$ COMPUTATION FOR COMPFRESSOR 1
V7= (30 /532,0
W(BI=Y{7r4KR0,?3
VR =Y ) K30808,0 $COBT EIL
ViR =V{ 70 KR79234, OSPOWER EL
FoANTIING DAPITAL COSTE
VLo =20 +V0E)
V{L0r=U100+0(8)
ADDTNG POWER CDBTS
VL L =R iR +U (4D
RGN VRV I BV IE LV R
FOBTORING RESIHLTE
RE1r=U(20 BOORT FL
Sr= 000 HCOST P2
FOOET EL
B OWER
E RN
B OWER
$TOTAL CHPTL COST
g =Wl FTOTAL FOWER COST
FofE TURN
CalCULATOR UTH=ROD, NaME=FLAGH CTOBT

#
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k3

i§

LWL ATOR UIN=ROZ, NAME=REACTOR

EMFUT LITETING ~ PaGE o

ALCULATOR DETERMI
OF THE FLASH GRUM, BY
COST =907 1 o R (NAFOR MOL ARk

THIS C

maT

RETRIEVE FOLis STRM=P1Z0, RATE

FROCETURE

W{lomP (L /7380

PRSI EYEGIDE & 3V 2

W sl iXPo71 .0
STORE RESLLT

Foly=W{1)

RETURN

THl FUNCY[DN Cal.Culs
L BY MEANS OF THE
T 1 KETT d*(VU!/_uq.é)*kO.ns
LJH[".:N.E
VOL=LALAGL Z-2) /(Z+20 342 8872710 /Y
ANE Z=8ART(S-X)y BEEING X THE CONVERSTON
YA/ {EZH00KRKCAOKKL S
A0 THLET TOLUENE HMOLAR COMOENTRATTON
CaO=RATE TOL. PZ0/ HOTVOLLE FL50+F30)
FaOoL INLET TOLUENE RATE KGMOLEAMR
K RATE CONSTANT
Kb s BELOREXF (246 170/ TANG
WHERE TaVG= CTEMP TN TEMP ., (UITY /2
TEHMF . IN=R95 K
RETRIEBEVE POL)s 8TRM=FA0s THEMM + K

OF  THE REACTOR

.

RETRIEVE P2y BTRM=F3I0, COMF =4y RATE $ KGHMOLE/HR

RETRIBEVE F{O2)s STRM=FI0, HOTVOL $ ME/HR
FPFRIFUF Foass STRA=F1S0, HO TV E M? MR
4 FiGos INLIT=RY - {UNV1 S TN T I Ge

TART LUHTUxQFTUN’

FROCETURE
COMPUTATION OF CONVERSIOMN FUNGCTION

V(L =8,0-F{%)

CASDEIVESBE ¢ 108

VOZrsUi1-2,0
ERRPEAVEE BRSNS
L ~U(23/U\“”
L
(R
W {
IHMIHTHTIHN GF  AVERAGE  TEMPERA T

"U\q'.7

CQMPUTHTLUN OF RATE CONSTANT
26170 0/YA)

ERAVEE D]

EL1ORV 40

TMLET TOue

COMCENTRAT LM

123



PR INFUT LITETING ~ FAGE &
124
WGP (30 eF4)
VB =R (20 V)
PRSP EIAVEGRE & & W
BoCOMPFUTE REACTOR VOLUME
U= (20 050
V(&)= (6 /(4D
VA =U(4) /3600.0
Viay=U &) kVUE)
U{ar=mRa{V{s))
B DETERMINEG REACTOR COST
W{7r=WU{4 /285,85
U\xﬁ"U(7‘k*».ou
W{73=188773,0xY
# RESULTS
ROLY=M (&) B OREACTOR VOLUME
- RO2y=U(7) $ REMCTOR COST
RETURN
CalLCULATOR UIk=K04y Nnr' E=EXCHANGER COS8T
$ THIS CaALCULATOR DETERMINES THE COST OF HX10s
$ OHXE AND MXZy AND THE CORRESPFONDING UTILITIES
$ OROER QF CONSTANTSS
F OIIBASE TUTY» I+ TUTILITY COSTII+23BXCH, LOsT
CONSTANT 1592.,0/682283,/65002 . 7% $HX10
S A&7 /3E3LFL /188,274 HHXE
1, 65/7,15549 . /1444, BHXZ

nHIhIhUF FOLYp UNTT=HX10, IUTY
1 E FCO20 e UNTT=6XE, DUTY
BOFCE s UNT TaHXZ TUTY

FROCEDURE
TX4=0 # COUNTER INDEX
Dﬂ 10 IX1=1+7+32

1 IX1L-TX4
VITXL =R IXG)Y /CCIXLD
VITXZ)=U{IXIYKRCOTIXZY & UTILITY COs7T
VOTXZ=U i TXLYRKD A1
MIIXE e IXB R0 (TXE) & EXUHANGER SO8T
IX4=IX4+2

10 COMTINUE

$ ALl CAFITAL CQST
PRGN DEAVESC D E AV EQD]
RS RIREIVES BB R AVE 0

BoOGTORE RESULTS

o SJUTILITY
ROl y=W0E b COCLWATER
R{2)=U(8) $ STEMAM

¥ COGLWATER

$ oo JEXCHANGER C0SET
ROa =y oE) 4 HXLO
RS =Uia) b HXS



PR

G

OESS

INFUT LISTING -

FibHy=U{%)  OHX2
RO7F=V10y & TOTAL
LiMf

PETURN

F fa il

HxX 8 CO8T

AL CLHLATOR UID=RKO&y NAME=FURNACE COET

%
+

k.

b

k]

[

THIZ CALCULATOR DRETERMINESR THE Ci

Hi & HZ AND THE CORRES

RETRIBVE F{1)sUNIT=
RETRIEVE PO2)s UNTT=

FROCEDURE
V(Lo =POL) /93,63
V2=Vl KR, 9RYES
V3=V 1YKKO, 7S
Vi)=Y lZIKe03278.0

W4y =P{2)/52.21
V{Sr=U{4)X1,6567ES
V(&)= {4KKO, 75
Vi) =P s XE23253.0
STORE RESULTS
R =V
ROZ=V{3)
R{3I=UC3E)
RO4)Y=U{&6)

FUEL
FUEL
CART
CART

#OH B

RETURN
LOCULATOR UTD=R07 Nap

4 e
"t Ll

3T OF WUNITS
FONGING UTTLITIES

Hi» DITY
My TUTY

$FUEL COST M1

$CAPTL COST Ml

HFUBL COST HE
SCARTL COST HE
COST Hi

COBT HE

Lo GOST K
. COST H2

Tag COST

$ THIS CALCULATOR DETERMINES THE CAPITAL AND OPERATING

%

.:n

ks

$

$

%

COST OF THE STABILIZER

STRIBVE FOLy UNIT=

SETRIEVE PI20sUNIT=
TRETRIEVE F(3)s STRM=
FROCEDMIRE

ColLCUHLATE COsT OF COLUM
Uilo=fFiR2) /3,82
V=Yl iek0 . 033
V2 =20700, 0% (20
MASCRESEE VY & SO R-t
M3 =W R0 RLE1 6.0
V(4= X204757
WSy =ARG PO
ViGo=U0E8) 00402
UAR-DEAVISVRE ¢ (AN
Vo= &K1 061.,0

s COOLING WA
TECREY WG

ELEEy UBE REF
IFEOR (3R E

AT CAaPLTAL GO

298,00
ERANT

N

COLUMN,

5 AGSUMFTION: & RIGOROUS MODEL I8 USED WITH 14 TRAYS.

23 TIUTYy TONGs]
Cly OUTYs TRNOQ=2
FUELy TEMP

NOASEUMING 14 TRaYS

$COLUMMN COST

$ OREROTLER O
£ ORTEAM COST

CONTIENSER COST
Vidy=U{Grk3984,0

VOB (SYRIOT 04
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kS

&

4

&

THIE CALCULATOR DETERMINES THE cOstT LIFFERENCE

THELT

YE7muiE)
SIE S

RAL Y=V
RE2)=Ul4D
R{ZI=V03E)
R{4y=L(5)
R{Sy=N(4)
R{&I=UCT)
Pris T LIRN

LISTING - FAGE &
+UED
+ (3D

4 COLUMNN COST
CONBENSER COST
OILER COST
REFRIGERANT CO
$ STEAM CUST
CARITAL CO3T

aT

CAHLCULATOR UFDmK10s NAME=MATERIT AL CoasT

BETWEEN FRODUCTS AND RAW MATERIALSD

CONE
THE
RHO=

CALCULATE VALUE OF STREAMS TOLy HYTy BENZ & TIFH

Ay

Lo

CALCULATE VALUE OF STREAMS FURG AND FI

THE

700

@0
Al

BTN

CUNSTANT ] OEBALAES/~F PORITVAEE /2 OBHETES/K

TANTS HAY
CONSTANT
0,121217
RETRIEVE
RETRIEVE
RETRIEVE
RETRIEVE
RETRIEVE
RETRIEVE
RETRIEVE
RETRIEVE

FROCETURE

V{109 =0,0
neo10 IXl
VLX) =00
NG VALUES
V{10 =Ud(l
CONT INUE

NET HEATT
U206 IXZ
IXZ=[X2+1
VT XY =R
VIX3 =R
YT KB =y
HRAY
VT KE =
CONT TNUE

Ual.l OF
RGBS
Vi 0y=0L
B ORESLILT

ISRV R
O

4, 7558ED

EOUNITS OF $ HOUR/M

FOR HYDROGEN I3 MULTIFLIED RY A DENSITY

KG/M3
Fol)r STRM=TOL RATE(Y
B2y STRM=HY L RATE(W

.....

B OYEARD

3

)

FORY s STRM=BENZy RATEIW)

oAy STRM=TITFH RATE
250y STRM=FURLy COMP=
Fiayy STRM=FUEL Y COMF=
Fe7 )y BTRM=FURGs COMF
Fes) s GTRM=PLURGy COMF

=1y 4
TXL ) EF{IXLD

OV CTXL)

NG UALUE OF THE STRE
mle 7o 2

IXZyx113807,0 B OHY
IX3IKA7443, $ME
IXZY+VOTKDD $ 8

ARKL &S DOLLARS/ L E6 BTU

TEEYKOL.OLLBE E
ETREAMS
VARV )

Qi+VE)

)

Yo

Ly RATECW?
2y RATE(W)
s RATEW
re RATE(WS

AME

THR 3G
TH
E

L

FREVTOUSL

™ FERM L RET

HEATING UALUE
AN HEATING YalUE
Ol

FalToR

126



H

%

EH

%

kL

THIS

10

10

BTORE R

RETURN

CaL. CLILf
FUNCT T
RETRIEVE
RETRIEVE
RETRIBVE
REETRITE
R RTE
RFTFT
RETRIEVE
RETRIEVE

FROCEDURE

V=R
V{2y=F {47
VIEy=P{5)
W{3I=Ui{37
V{4 =F{3)

TOTAL ENERGT

U{5=0.90

THFUT

LISTING ~ etk 9

R Ulﬂ h]1’ NﬁMfﬂbeﬁC( .t
(1 COST OF BNERGY IN Tk

FO2Y s UNIT=RK0Ay REGL
FOEyy UNET=ROL, RESULTs TIN
Fidrs UNIT=RK04, RESULT, TIND=2
P(S)vUNI =RO4y RESUL T TUNG=]
(& e UNTT LTy TR
P\/)9|JVJ7 :
FO80y UNIT= hu?thuULTsIﬁNDSS

+F LT SFUEL
FROR) PETEAM
+F 6D
PR SUATER
$POWER
COST

00 10 IXi=ls4

CONT INUE

STORE RESULTE

ROLY=VC0
ROZ)=F{30
RE3y=V20
Fridr=Uiis
R{GY=U(5)
TUMF
RETURN

CALCULATOR
THIS FUNCTION CALCULATESR

RETRIEVE
RETRIEVE
RETRIEVE
RETRIEVE
RETRIEVE
RETRIEVE
RETRIEVE

FROCET
WML

010 IX1

Vilo=U{17
CONT IMNUE
ST
Riloy=U {13
RETURM

+ULTXLD

FUEL
FOWER
BTEA
WATER
TOTAL

LKL 2y NaME=CAFTTAL
THE TOTAL ©
POy UNIT=RKOL, RESULT, TIIND=E
P2y s UNLIT=ROZ RESUL T TIIND:
FoZo» UNTT=RO3, RESULT, TIN
FOay s INTT=K SLIL T TON
F ( B UINT S~-|\Uc;¢l-'E )L.l...f" TONC=3

(& UNTT=ROGy RESULTy TUND=4
P(??vUNITwNOVvREEULT;LUNUﬂé

3

OF EOULPHENT
P UME/ COMPR

ﬁlUuNHLL
FETAER COLUMN

=l 7

CALCULATOR U= 3 NoME=LEVEL 3
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FROCESS THFUT LISETING FaGE 10 128
$ THIS CALCULATOR COMPUTES THE E.EN“M‘P FOTERNT T AL

& INCLUDING THE REQCTUR ﬁNﬂ C(\ \ ]

RETRIEVE ]

RETRTEVE

RETRIEVE

RETRIEVE

P(4)yUNI(mR019RESULT91DNLwc $FONLu cosT

PROGCEDURE
Uido=pPpil)
DE 10 IXL=s 4
Yl ymUlL s ~P IRl
CLD CONTINUE
$ BTORE RESULT
Re1Y=V1y  $ LEVEL X COST
RETURN

CALCULATOR Urn=Ki4y NaME=LEVEL 44
THIS FUNCTION CALCULATES THE ECONOMIC FOTENTIAL. TNCLUTIING
THE LOSSES OF VALUABLE MATERIAL IN THE STREAME PURG AND FUREL

CONSTANT -2.03537E6/~1,2634464E6
RETRIEVE F{1)y STRM=FUEL COMP=3y RATED
RETRIEVE F{2)» ETRM Lo COMP=4y RETE (V)
RETRIEVE F(3)y STRM=FURG: COMF=3s RATEV)
RETRIEVE F(4)s STRM=FURGs COMP=4, RATE V)
RETRIEVE P(S)y UNIT=RK13y REBULTy TONG=1
$ CALCULATION OF MATERIAL LOSSES COST
FROCEDURE
0010 IXi=1y3sd
IX2=1X1+1 '
UCIX1 =R {IX1IKCCL) $ BENZENE LOSHES
VOIXRy =R T2 K002 $ TOLUENE LOSKES
YOIXT) =W CIX+U{IXL) & STREAM LOSSES
10 CONTINUE
Y(E)y=Y{23+V(4)
. Y(gr=F{8)+0 (30
$ STORE RESULTS
ROLY=VCE $ STREAM FUEL
RO2I=V04) $ STREMAM FURG
ROEY =Y (0 $ FUBEL 4+ PURG
. AR

RiAI=U{4&7 $ LY
RETURN
VALPIIATHR UTD:NlﬁrNﬂMEmPRUFIT

T OAHMUAL PROFIT
GUL T2 TN,

PFTRLLVL Biayy UNIT= hlzvn

EROCETURE

(VR E TR I o
(VIS VG IR
V'1)~Uk1)(i\4:




THPUT LIGTING ~ FAGE 11
129
$ BTORE RESULT
RO1LY =V (1)
R TURN
RECYCLE DATA
ACCEL TYPE=IEMy STRM=F150

G
FROCESS STMULATION PROGRAM - VERSTON 0484

oM
FROCESS  OUTPUT DIRECTORY -~ BENZENEZ CASE 4,1
L MIRANDA 07-11-86

UNIT STREAM RELATIONS -~ F. 1
INFUT IN ORIER

LNTT l» M2
UNIT 2y F1
UNTT 3y H2
UNTT 4y RI
UNTT G RZ SOLVED
(I Bdy M3 SOLVED

v BOLVED
2
y

UNET Fe HX10s SOLVEDR
4

SOLVETD
SOLVED
SOLVED

UNTT B, Fl S0OLVED
UNLT Fe 51 SOLVEDR
UNIT 10 EL SOLVED
UNIT 11y Ml SOLVED
UNIT 12y HI
UNIT 13 52

SaLVED

SOLVED
UNTT  d14s P2 SOLVED
URNTT 1G5y Uslls SOLVED
UINIT  1ée HXES » SOLVETD
UNTIT 17 CL » SOLVED
UMIT 20 Val.2s SOLVED
UNIT 21 Q2 s SOLVED
LINTIT 28 X o SOLVED
LOOF 1 NOT S0LVED AFTER 1L TRTALS
STRM: LREC T= 392,7 PF= 130,00 RA
HTRMS FLE0 T= @%5.0 P= 3730.0 RA
GTRMS Te 244,00 F= 3450,0 RATE=
UWEIT BOLVED
LINTY
UNTT
LMIT
LINTT [ SHAVED
LUNIT " SOLVED
UNIT Ty HXLO SOLVED
LINTT By Fi # :
UNLT G 1 9
LNIT L0 EL
UNTT 1ty ML v
UNTT L@y HI1 » SUHLVED

UTEMF=  ~0,34 DOOMP= 0, 04475
' =0 0RLA
0. 8904

'z [VIREAINE

DTEME = 0,00

?
¥ GOHLVED
» SOLVETD
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APPENDIX D

RESULTS FROM THE SIMULATION OF THE EXAMPLE PROBLEM

This appendix presents the results of the simulation of the
example problem: the hydrodealkylation of toluesne to produce
benzene.

TABLE D.1: NET VALUE OF PRODUCTS

This table presents the variation of +tHhe net value of
products (NVP) in terms of the reaction conversion (%) and of
the hydrogen concentration of the gas recycled te the reactor
(vHZ). The units of NVP are 1,000 $/year. The value of NVP has
been determined by means of the material balance equations (4.3)
through (4.7). '

X i yH2

; 0.4 C.5 0.6 0.7 0.8
0.10 10,415 9,606 8,334 6,044 712
0.20 | 10, 395 9, 5886 8,314 5,024 681
0.30 | 10, 367 9,558 8,286 5,996 654
0.40 | 10, 368 9,517 8,245 5,356 614
0.50 | 10, 265 9,455 8,183 5,894 552
0.60 | 10,159 3,350 8,078 5,789 445
0.70 | 9,955 9,146 7,874 5,586 245
0.75 | 9,787 8,958 7,886 5,398 59
0.80 | 3,444 8,635 7,364 5,077 - 261

TABLE D.2: RESULTS OF SIMULATION OF THE REFERENCE STRUCTURE

The values of NVP, Level 4, Energy, Capital and Profit are
given in million dollars per year. The values were calculated
for a ratio of actual reflux with respect to minimum reflux
(R/Bmin) of 1.15 for column C2 and 1.10 for eolumn C3.

X yH2 H2/0il NVP Level 4 Energy Capital Profit

.75 .40 5.0 8.995 7.709 8.291 1.89¢2 -0.989
.75 .59 4.9 5.596 5.208 6.739 1.295 -1.438
.75 .79 5.0 -2.371  -4.818 5.874 1.608 ~9.253
.30 .50 5.9 7.378 5.784 26.101 3.329 -42.052
.40 .45 5.0 9.821 8.447 18.113 2.624 -10.916
.50 .43 4.8 9.715 8. 449 13.644 2.178 - 8.108
B0 .43 5.1 9. 48¢ B8.213 10.963 1.947 - 3.441
.80 .41 4.9 8.571 7.300 7.519 1.614 - 0.562
.75 .40 5.0 8.995 7.708 8.481 1.631 - 1.177
.75 .58 4.9 6.596 5,208 6.928 1.274 - 1.608

The last two rows correspond to RE/FEmin values of 1.45 for
C2 and 1.30 for C3.
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TABLE D.3: KESULTS OF THE SIMULATION OF THE MODIFIED STRUCTURE

The values of NVP, energy ©ost, capital cost and profit are
given in millions of Dollars per year.

X vH2 H2/0il NVP Energy Capital Profit
.50 .42 4.3 10.038 9.758 2.002 ~-1.723
.75 .40 4.2 10.259 7.078 1.6812 1.570
.75 .43 4.9 - 9.718 7.281 1.872 0.785

- TABLE D.4: EVALUATION OF THE REACTOR

X vyH2 HZ2/0il Vol Cost T out H out Del H
" m3 k$/vear K MJ/h . MJ/h

30 .50 5.9 292.1 176.0 912 364 11. 4
40 .45 5.1 255. 4 161.8 919 272 11.9
50 .43 4.8 234.4 153.2 927 218 11.9
80 .43 5.1 250.8 159.9 933 188 11.7
75 .40 4.9 282.8 172.5 941 158 11.8
75 .B2 4.9 119.1 100.0 962 1186 11.7
75 .79 5.0 51.8 86.2 982 94 11.4

TABLE D.5: EVALUDATION OF THE STABILIZER (Cl)

X yH2 Total flow Cost of steam Capital cost
Kgmol/hr K$/year K$/year
.30 .40 898.8 6398.0 58.1
, 40 .40 687.4 482.2 47.7
.50 .40 552.8 359.8 40, 8
B0 .40 461.5 279.6 35.7
.75 .40 373.1 204. 2 30.2
.75 .80 387.2 203.8 30.0
.75 .80 354.8 199. 4 29.4

TABLE D.8: EVALUATION OF THE DISTILLATION COLUMN (C2)

X vH2 Total flow Benzene Toluene F1/F2 Cost of Capital

Flow rate Flow rate steam cost
Kgmol/hr Kgmol/hr Kgmol /hr Ke/year K¢/year
(F1) (F2) '

.30 .40 852.2 247.7 585.2 0.42 1569.8 225.8
.40 .40 6549.3 263.2 384.8 Q.68 1253.9 187.1
.50 .40 521.7 262. 4 257.8 1.02 1046. 0 177.0
B0 .40 436.3 261.5 172.5 1.52 903.7 162.3
.75 .40 352.3 260.2 87.5 2.97 769.3 150.0
. 7H .60 351.8 258.6 88.6 2.91 787.2 149.8
.75 .80 344.9 251.7 89.0 2.83 750. 8 148, 1
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TABLE D.7:
vH2 Total flow Toluene
Flow rate
Kgmol/hr Kgmol/hr
(F3)
40 807. 4 585.1
. 40 387.9 384.8
.40 260. 86 257.7
.40 175.5 172.4
.40 92.4 87.4
.80 93.4 88.6
80 93.8 88.9

EVALUATION OF THE DISTILLATION COLUMN (C3)

Diphenyl
Flow rate
Kgmol/hr

(F4)

S NN Iy 7o

ROWSIDN M NN

F3/F4

& DOW A OOt

32

Cost of Capital

steam

cost

K$/vear K$/yvear

9845,
6102.
4154,
2835,
1511,
1524.
1525.

OO~ ~ND
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APPENDIX E

PRICE OF CHEMICALS

The price of chemicals for the example process system
(hydrodealkylation of +toluene to produce benzene) has been
determined based on two sources: the relative prices given in
the 1967 AIChE Student Contest Problem (8CP, 1867) and the
current prices.

The current prices in US Dollars reported by the Chemical
Marketing Reporter (January 6, 1986; March 17, 1988; and, May
19, 1986), are the following:

CHEMICAL ONIT - JAN. MARCH MAY

Benzene gln 1.30 0.80 0.85

Toluene gln 0,95 Q.66 0.72

Diphenyl 1b 0.74 0.74 0.74
The prices in US Dollars given in the 19687 3CP are the

following:

CHEMICAL UNIT PRICE

Benzene gln Q.26

Toluene gln 0.16

Diphenyl gln 0.086

Hydrogen 1000 ft3 0.45

Fuel Gas MM BTO 0.40

The price of hydrogen 1is referred to 1000 cubic feet at
standard conditions. The price of the fuel gas is based on
million BT of net heating value.

Assuming an actual toluene price of $ 0.68 and computing an
index that compares this current price with the one given in the
1967 SCP, we have:

INDEX = 0.86/0.18 = 4,125

The prices used in the simulation calculations have been
determined by updating the 1967 S8SCP prices with the above
index. These current prices in US Dollars are:

CHEMICAL UNIT PRICE
Toluene m3 174.37
Benzene m3 282.689
Diphenyl m3 66.05
Hydrogen std. m3 0.0657
Fuel MM BT NHV 1.65

A density of 1024 kg/m3 has been used to compute the price
of diphenyl.

The net heating value of the streams PURG and FUEL is
calculated with the following formula:

gStream = mHZ2 qHZ + mCH4 qCH4
where: mH2 and mCH4 represent the molar rates of hydrogen and
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methane, respectively. qHZ and qCH4 represent the hydrogen and
methane heating wvalues, respectively. gHZ is 113,807 BTU/kg and
qCH4 is 47, 443 BTU/kg [Perry, 1874, p. 9-16].
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APPENDIX F

PRICE OF SERVICES

To determine the price of services for the example problem
the formulas provided by Ulrich [19841], have been used. As a
basis, the price of residual fuel oil has been obtained from the
Monthly Energy Review [December 1985, Energy Information
Administration, Washington D.C.].

The price per gallon of residual fuel oil is $ 0.609 and
the heat content is 6.287 million BTU per barrel (reported by -

the Monthly Energy Review). Therefore, the price of residual
fuel 0il can be expressed as $ 3.856 per GJ.
The "CE index" for January 1988 is 323.5 [Chem Eng,..... ]
In summary, cost of fuel: FUEL = 3.856 $/GJ
CE index: CHE = 323.5

Cost _of Electricity.

For on-site power charge to process module the following
formula is used:

Ce = 1.4E-4 CE + 0.011 FUEL
Ce = 0,0877 $/kWh ’

For Process Module

Cw = [0.0001 + 3.0E-5/Qw] CE + 0.0056 FUEL

Assume the total auxiliary water capacity (Qw) as 10 m3/s,
Cw = 0.0549 $/m3

For Process Module )

Cr = 8.0E8 CE/(Qrx*0Q.7 Txx5) <+ 1.1E6 FUEL/T*x%5

Assuming a total auxiliary cooling capacity (Qr) of 300
kJ/s and a temperature (T} of 280 K:

Cr = 2.327E-5 $/kJ

Process Steam.

For process module

Cs = 2.7B-5 CE/m¥x0Q.9 + 0.0020 P¥xx(Q, 14 FUEL

Assuming a total auxiliary boller steam capacity {(m} of 10
kg/s and a pressure (P) of 30 barg:

Cs = 0.01329 3$/kg.

NOTE. - The current cost of electricity, in December 1985,
s0old to commercial consumers is 0.072% 3$/kWh [(Monthly Energy
Review], which is 16.9 % lower than the calculated value.
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APPENDIX G :

COST MODELS FOR THE MAJOR OPERATIONAL UNITS

This appendix presents the formulation of the cost models
for the major operational units included in the simulation
program for the example problem presented in Chapter Four. Table
G.1 at the end of this appendix lists +the cost models for the’
major operational wunits. The details of the formulation of
the cost models are presented in what follows.

Reactoerost Model.

The sizing and costing of the reactor is based on the
following reaction:

2 CBH5CH3 + H2 ---> 2 C6HB8 + 2 CH4 (G. 1)
The reaction takes place in gaseous phase at a temperature

of 895 K and a pressure of 3450 kPa. The rate equation for this
reaction is:

r = - k Ca Cb**(Q.5 (G.2)
and k = 8.3E10 (gmol/1)%*-0.5/5 exp(-52,000 cal/gmole /RT]
(G.3)

R = 1.987 cal/{(gmole K)
Ca= Toluene concentration
Ch= Hydrogen concentration

Since the number of moles of reactants and products of
equation (G.1) is constant, the reaction takes place at constant
volume. Expressing equation (G.2) as a function of conversion,
we have:

r = - k Caok*¥1.5 (1 ~ X) (M - X)xx0Q.5 (G.4)

where Cao represent the toluene initial concentration and M the
ratic of the initial hydrogen concentration to the initial
toluene concentration. For the example problem M = 5.

In the example problem an adiabatic plug flow reactor is
used. The design equation for a plug flow reactor is:

V/Fao = 0 INT X [dX/~-r] (G.5)

where the symbol "0 INT X" represents the integral from 0 to X;
YV is the reactor volume and Fao is the molar feed rate to the
reacLor, Feplacing equation (G.4) into equation (3.5), we get:

V/Fao = Cao*x~1.5 | dX/[k(1-X)(5-X)*%*x0. 5] (G.6)

To determine the valus of the integral, because the reactor
is not isothermal, select several values of conversion X. For
each value of X, by means of energy balance compute the corres-
ponding temperature. With the calculated temperature compute
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the corresponding rate constant k. Then, for each X compute the
value of the integrand function of eqguation (G.68) [k(1-X)(5-X)~-
*%0Q,5]. Finally, integrate numerically.

Since usually the adiabatic line is straight, a simplified
procedure is to calculate the temperature values corresponding
to each X value from a straight line. In the example problem
this straight line has the following end points: (X=0, T=895)
and (X=0.75, T=940). The equation that correlates these points

is:

jop]

T = 880 + (X + 0.25)/0.01887 (G.7)
Consequently, for each - value of X, with Eaquation (G.7) the
corresponding temperature is computed. Using Equation (G.3) the
corresponding k value is calculated. With these values of X and
k the integrand of Equation (G.8) is computed. Applying a
modified Simpson’s rule algorithm ([Pachner, 1898517, within the
interval of conversion O to 0.75, the value of the integral was
determined to be 23.3. So, equation (G.8) was reduced to:

V/Fao = 23.3/Cao¥*%1.5 (mole/1)%*0.5 s (G.8)

For base-case conditions (X=0.75, yH2=0.4), Fao=358 kgmoles
Toluene/hr and Cao=4.238E-5 kgmole Toluene/lt. Then, V=285.8 m3.
For a reachor length to diameter rabio of 6:1, the reactor
diameter is equal to 3.8 m and the reactor length is equal to
23.0 m.

Since the PROCESS simulator was used, 1t was not possible
to perform the numerical integration to find the reactor volume.
The reactor model had to be simplified. It was assumed that the
reactor operates under isothermal conditions at a temperature
equal to the arithmetic mean of the inlet and outlet tempera-

tures. This assumption has been proved to be correct with a
small percent error. Under isothermal conditions the k value is
constant and can be taken outr of the integral function. Such an

equation can be analytically integrated using formula 135, page
A-122 of the CRC Handbook of Chemistry and Physics [(56th
edition]. The resultant expression is:

V/Fao = -1/(2 k Caox*1.5) Lln{[(SQRT(5-X)-21/[8QET(5-X)+21}
between limits X=0 and X=X. (G.9)

To estimate the cost of the reactor for the base-case the
following conditions have been assumed:

reactor volume: 265.6 m3

reactor diameter: 3.8 m

reactor length: 23.0m

reactor material: Stainless steel 304
reactor wall thickness 0.75 in [S8CP, 198687]
reactor weight: 12000 1b/ft

reactor total weight: 320000 1b (Ws)
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The cost of the reactor shell has been determined by the
method proposed by Mulet, Corripio and Evans [19381)

C = exp [6.823 + 0.14178(1n Ws) + 0.02488 (ln Ws)xk2
+ 0.0158(L/D) 1In(Th/Tp)] (G.10)

where: Tb: shell thickness at bottom of tower
© Tp: shell thickness at design pressure

Assuming L/D=68 and Tb/Tp=1, the cost of the reactor is:
Cr = ¢ 114,925,

The cost of the reactor at January 1886 is:
Cr(l1986) = Cr CE(1986)/CE(1979) = 114,925 (323.5/250)
Cr(l1986) = 8§ 148.713

The cost of the reactor installed is:

Cr (Ins} = Cr « F(Ins), where the factor of installation
(F(Ins)) for reactors is 4.0 for a carbon steel shell [Hall et
al., 1982]. For a stainless steel shell a material correction
factor (Fm) has to be applied and it is equal to 1.7 [Mulet et
al., 1981]. Therefore, the actual reactor cost is:

Cr 148,713 % 4.0 x 1.7

nou

Cr $ 17011, 248

The annualized cost of the reactor (for a pay out period of
8.1 years) is equal to $ 165,778,

The cost model for the reactor [Guthrie, 1969] is:

Cr = 185,778 (V/285.68)%%0.863

Estimation of Distillation Towers Cost.

The correlations used to calculate the cost of the shell of
distillation columns, the cost of platforms and ladders, as well
as the cost of trays has been taken from Mulet, Corripioc and
Evans [1981].

The shell cost of distillation towers 1is estimated using
Equation (G.10). The cost of platforms and ladders is estimabed
with equation (G.11)}:

Cpl = 151.81 Di**x(Q.63316 Lt*xx0, 80161 (G.11)

The cost per carbon steel Ltray is computed with:

Q)
o
.—1—
i

278.38 exp (0.1739 D) (G.12).
The number of trays factor 1s:
Fnt = 2.25/(1.0414)*%xNt (G.13)

The material of construction cost factor for Stainless
Steel 304 is:



139
Ftm = 1.189 + ©.0577 D (G.14)
The total cost of a distillation tower (first quarter 1879)
Ct = CbFm + Nt Cbt Ftm Ftt Fnt + Cpl (G.15)

where:

Cbh: cost of carbon steel shell, calculated by eq. (G.10)
Fm: material of construction factor, for carbon steel=1.0
Cbt: const per carbon steel tray, =sa. (G.12)

Nt: pnumber of trays

Ftm: material of construction tray factor, eq. (G.14)
Ftt: Type of trays factor, for valve trays Ftt=1.0

Fnt: Number of trays factor, eq. (G.13)

Cpl: Cost of patforms and ladders, egq. (G.11; -

The wall thickness for the distillation tower shell is
determined from the table shown in page 11 of the AIChE SCP
[198677. The shell weight per linear fool is estimated from
Figure 2 of the AIChE SCP [1987]. The installation factors
(F(Ins)) are those recommended by Hall et al., page 82 [1982].
For distillation columns F(Ins)= 4.0,

The current cost of the distillation column (January 19886)
is found by multiplying the cost obtained from the correlations,
which is wvalid for the first gquarter of 1979, by the January
1986 CE index (323.5) and dividing the result by the CE index
corresponding to the first quarter of 1879 (250.0).

STABILIZER COLIUMN (C1)
Operational conditions determined from the simulation:

Pressure = 1120 kPa

Condenser temperature = 290 K
Reboiler temperature = 465 K
Number of trays = 14

Trays spacing = 24 in

Type of trays valve

Column diameter = 42 in

1t

Free space at bottom of tower = 4 ft.
Shell material = carbon steel
Trays material = Stainless Steel 304

Cost of tower:

Column height = 2 % 15 + 4 = 34 £t

Wall thickness = 1/4 in

Shell weight = 120 1b/ft

Total shell weight = 4080 1b

Shell cost, eq.(G.10), Cb= 17,838, assuming Th/Tp=1.7
Cost of platforms and ladders, eq.(G.11), Cpl=5,8668
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Cost per carbon steel tray, eq.(G.12), Cbt=51Z
Material of construction tray cost factor, Ftm=1.39
Number of trays factor, eq.(G.13), Fnt=1.275
Total cost of tower, eq.(G.15), Ct=$ 32,645
Cost of tower at January 1986, Ct =% 42,243
Cost of tower including installation expenses, Ch=$ 168,972

BENZENE COLUMN (C2)
Operational Conditions determined from the simulation:

Pressure = 170 kPa
Condenser temperature
Reboiler femperature
Number of trays = 20
Tray spacing = 24 in
Type of trays = valve
Column diameter = 6.5 ft

Free space at bottom of tower = 6 ft
Shell material = carbon steel

Trays material = Stainless Stesl 304

347 K
408 K

N

Cost of Tower

Column height = 2%21 +6 =48 ft

Wall thickness = 5/8 in

Shell weight = 550 1b/ft

Total shell weight = 28400 1h

Shell cost = 54, 447

Cost of platforms and ladders = 11,059

Cost per carbon steel tray = 862

Material of construction tray cost factor, Ftm = 1.564
Number of trays cost factor, Fnt = 1.0

Total cost of tower, Ct = 92,501

Total cost of tower at January 1986, Ct = 119,696
Total cost of installed Tower, Cb = 478,784

TOLUENE COLUMN (C3)
Operating conditions

Pressure = 170 kPa
Condenser temperature =
Reboiler Temperature = 553 K
Number of trays = 25 '
Tray spacing = 24 in

Tray type = valve

Column diameter = 3 ft

Free space at bottom of tower
Shell material = carbon steel
Trays material = carbon steel
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Cost of tower

Column height = 56 ft

Shell wall thickness = 1/4 in

Shell weight = 100 1lb/ft

Total shell weight = 5600 1b

Shell cost = 22,959

Cost of platforms and ladders = 76868
Cost of carbon steel tray = 469
Number of trays factor Fnt = (.816
Total cost of tower Ct = 40,196
Total cost of tower at January 1986, Ct= 52,013
Cost of installed tower, Ct = 208, 052

Condenser_ Cost HEstimation.

The basic parameters for the cost es
condensers are: the condenser temperature, th
and the overall heat transfer coefficient.

timation of the
e condenser duty

CONDENSER TEMPERATURE DUTY 1

K GJ/H J/{m2 s K)
C1 298.0 0.4220 511
ca 36C.0 21.64 738
3 320.0 3.095 738

The values of I have been taken from the AIChE SCP [1967].

The cost of the condensers have been determined fron the
charts of Hall et al. [1982]. To update the prices obtained
from the charts, the CE index January 1986 and 1982 are correla-
ted. An installation factor of 3.5 has been assumed [Hall et
al, 1982].

The cost of the condensers are:

CONDENGSER COST, %

CL 6,470
c2 53,918
C3 11,144

REeboiler Cost estimation.

The main parameter to estimate the cost of a reboiler is
the reboiler duty. For the reboilers of columns Cl, C2 and C3 a
constant heat flux of 31,548 J/(m2 s) is assumed [AIChE S3CP,
1967]1. The reboilers are kettle type. The material of cons-
truction of shell and +tubes is carbon steel. The cost of the
reboilers has been determined from the charts of Hall et
al. [1982]. A kettle +type reboiler 1is estimabted to cost
approximately 25 % more than an equivalent heat exchandsr
(Perry, 19741. The installation factor is 3.5.



The price of the reboilers are presented below.

REBOILER DUTY, GJ/h COST, %
Cc1 3.820 25,160
ca 15.33 58, 860
c3 3.124 20,220

Cost Models for the major operaticonal units.

The cost model for the reactor has been already presented.
The cost model for distillation columns has the following form
[Douglas, 1985]:

C = Cref (N/Nref)xx0Q.802 (V/Vref)xx(,533

where N is the number of trays and V is the vapor flow rate.
The subscript "ref” denotes a reference value.

For condensers and reboilers the cost model has the
following form [Douglas, 1985]:

C = Cref (Q/Qref)¥k(.65

The utility consumption for condensers and reboilers is
represented by:

C = Cref (Q/Qref)

For heat exchangers the cost model is [Ulrich, 1984, p.2677:

C = Cref (A/Aref)*x0.41

For furnaces the cost model is similar to_the one for heat
exchangers, but instead of correlating the heat transfer area it
correlates the duty, and the exponent is 0.78, instead of 0.41.

& summary of the actual cost models for the major operatio-

nal units 1involved in the simulation of the reference structure
igs presented in Table G.1

TABLE G.1

COST MCDELS FOR THE OPERATIONAL UNITS OF THE REFERENCE STRUCTUERE

The costs have units of dollars per year.

PUMP P1 .
Pump cost: 2,189 [z kW/B0.03]1%%0.5
Electricity cost: 31,508 [z kW/680.03]



143

PUMP P2
Pump cost: 421 [z kW/1.58]1*x0. 5
Electricity cogt: 819 [z kW/1.586]
COMPRESSOR E1
Compressor Cost: 50,508 [z kW/5321%%0,93
Blectricity Cost: 279,236 [z kW/B32]
FLASH SEPARATCE
Flash drum cost: 9,071 [V kgmole/h vapor/3832.4]%%0,52
REACTOR
Reactor Cost: . 165,778 [V/265.6 m3]1%*x0.63

Beactor volumP
V = -Fo [1ln ((a—a)/(a+2)) +2.88731/[3600 k (Co)*xl, 5]
where: a SQRT(H - X)
Fo kgmoles/h toluene feed to reactor
Co kgmoles toluene feed/m3 total feed
k = 6.3E10 exp [-268170/Tavg]
Tavg= [Tin + Tout]/2

0ot

FURNACE H1

Furnace cost: 803,278 [Q kJ/h / 93.63E6]1%k0. 75

Fuel Cost: 2.989E6 [@ kJ/h / 93.683ES)]
FURNACE HZ

Furnace cost: 323,253 [@ kd/h / B2.21E6]1%*x0.75

Fuel Cost: 1.867E6 [Q kJ/h / 5b2.21E8]

HEAT EXCHANGER HX 10
Heat exchanger cost: 65,002 [A/734 m2]%%x0, 41
A = R/(0 delta T ln) = @/[426J m-2 S5-1 K-1% 141.2K]
In this special case "delta T ln" is constant since all the
temperatures are specified. Therefore:
Heat exchanger cost: 65,002 [(Q/153ECE KJ/h] %% O, 41
Cooling water cost : 682,253 [Q/159E06 KJ/h]

HEAT EXCHANGEE HX 2

As in HX 10 "delta T ln" is constant.
Heat exchander cosht: 1,444 [Q/1.847E06 KJ/h] #% 0,41
Using ethilene glycol as refrigerant:

Refrigerant cost 1 275,904 [Q/1.847ECE KJ/h]
Ising water at 288 K, as refrigerant:
Refrigerant cost 115,548 [Q/1.647RE08 KJ/h]

HEAT EXCHANGEER HX 5
Assuming "delta T ln" constant as for HX 10.
Heat exchanger cost: 1885.2 [Q/5.67E06 KJ/h] **x 0. 41
Steam cost: 33,313 [Q/5.87E068 KJ/h]

DISTILLATION COLUMN "Ci1": STABILIZER
Distillation column cosht:

27,700 [(N/14) %% 0.802]1 % [(qR/3.82ZE08) *x%x 0.533]
Condenser cost @ 1,081 [-qC/0,422E08] *k 0.85
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Using ethylene glycol as refrigerant for the condenser.
Refrigerant cost : 70,704 [-qC/0.422E08]
Reboiler cost : 1,518 [qR/3.82E068] *x%x 0O.85
Steam cost : 204,757 {qR/3.82E06]

DISTILLATION COLUMN "C2" : BENZENE COLUMN
Distillation column cost:
123,093 [(N/34)%%x0.8021%[(R+1)D/670.5]%%0,. 533 =
123,093 [(N/34)%*%0.802]1%[(aC/22.39)1%x0. 533
Condenser cost : 9,085 [qC/22.3971%x0.65
Cooling water cost : 96,388 [qC/22.39]
Keboiler cost : 9,885 [qR/18.1271%%0.85
Steam cost : 852,915 [qR/16.12]

DISTILLATION COLUMN "C3" : TCLUENE COLUMN
Distillation column cost:
35,935 [(N/27)y%%0Q,802]1%[(R+1)D/90.67]%x(.533 =
34, 107 [(N/27)y%%0,802]%[qC/3.0431%*%0. 533
Condenser cost : 1,806 [qC/3.043]1%%0. 65
Conling water cost : 13,047 [qC/3.043)
Reboiler cost : 3,277 [gR/3.05681%x0.85
Dowtherm fluid cost : 1’515, 015 [gR/3.056]
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APPENDIX H

HEAT INTEGRATION CALCULATIONS

s of the
ructure”

This appendix presents the bases and the res
heat intedration procedure applied to tThe “reference
and to the "modified structure”.

ul
s

o ot

H.1 HEAT INTEGRATION OF THE REFERENCE STRUCTURE

The heat intedration of +the reference structure has been
performed under the following bhasic conditions:
minimum approach temperature: 10 K
conversion X = 0.75.
hydrogen concentration of the gas recycled yH2=0.4

Stream information:

STREAM No. HEAT Cp TYPE Tsource Ttarget
MJ/h MJ/h/K K K
P140-P150C 93820 164.8 cold 325 895
P20-P30C 52082 91.4 cold 325 395
P50-PBC 158922 274.5 hot 890 311
Reboiler C1 3809 216.86 cold 450 468
Reboiler C2 14540 969.3 cold 390 405
Reboiler C3 3048 203.2 cold 538 553

Applying the technique proposed by Linhoff and Hindmarsh
[1983] the following results have been obtained:

minimum hot utility: 16,2681.3 MJ/h
minimum cold utility: 7,790.5 MJ/h
rinch temperature: 405 K

In order to achieve the minimum utility requirements, at
the hot end of the network, the specific heat of the hot stream
should be less than or equal to the specific heat of the cold
stream for each pinch match. This design rule is not satisfied
by the reference structure, therefore the minimum utility target
nannot be achieved.

H.2 HEAT INTEGRATION OF THE MODIFIED STRUCTURE

Basic conditions:
. minimum approach temperature: 10 K
" econversion: 0.75
hydrogen concentration, yHZ: 0,43
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Stream Information:

STREAM No. HEAT Cp TYPE Tsource Ttarget
MJ/h MJ/h/K K K
P25-P30 160232 284.1 cold 331 895
P50-P6O 174800 300.0 hot 893 311
Reboiler C1 4502 300. 1 cold 460 475
Reboiler C2 12650 702.8 cold 402 420
P89-P30 76873 70.4 cold 311 420

Minimum utility requirements:

minimum hot ufility: 8,885.9 MJd/h
minimum cold utility: 9, 000.0 MJ/h
pinch temperature: 402 K

There are several alternatives +to construch the heat
exchanger network for the modified structure. The selected
alternative is shown in Figure 4.9.b. This alternative satis-—
fies the design rules of the procedure prorosed by Linhoff and
Hindmarsh [1983], and has a minimum number of units.



